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GLORIAD

Measurement and Monitoring System

or how do we get (meaningful/useful/actionable information)
from ...
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for sustaining and operating a global high-speed research & education network



Presentation Objectives

& Not selling anything ..

& Not looking for money ..
® Looking to share and explore ideas ..
q

\ 4

Looking for partners to build and promote
open networks for global science,
education and medical collaboration ..

& Looking for best ideas for analyzing and
visualizing tons of argus data



Schedule ..

© 5m: introduction and de
2 5m: GLORIAD
& 20m: Technical map




The GLORIAD Science & Education Network

GL 'RIAD

2011
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Partners: SURFnet, NORDUnet, CSTnet (China), e-ARENA (Russia), KISTI (Korea), CANARIE (Canada), SingaREN,
ENSTInet (Egypt), Tata Inst / Fund Rsrch/Bangalore Science Community, NAv6 (Malaysia), NLR/Internet2/NLR/NASA/

FedNets, CERN/LHC
Sponsors: US NSF ($18.5M 1998-2015), Tata ($6M), USAID ($3.5M 2011-2013) all Intl partners (~$240M 1998-2015)

History: 1994 US-Russia Friends and Partners; 1996 US-Russia Civic Networking; 1997 US-Russia MIRnet; 2004 GLORIAD;
2009 GLORIAD/Taj; 2011 GLORIAD/Africa; 2013 GLORIAD/Malaysia
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“Farm” of Perl/POE/IKC Daemons Near-Realtime Analytics and Local Storage of Data
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32 core Cisco Blade Server (freeBSD) with 128G RAM, 5T RAID storage

'

Arqus Data (from Araqus Nodes to a Core Radium Collector)

i -

Argus Nodes (for GLORIAD currently, Chicago and Seattle)




But First ..
Thank you
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Global Ring Network for Advanced
Applications Development (GLORIAD)

2 A cooperative R&E networkififgingithe
northern hemispherelinking scientists;
educators and_studentsiintRussia,-USA;
China, Koread Netherlands; Canada, the
Nordic countries, India, Egypt,

- Slngapor - and others Wi

Collaborative International Program to

-~ ' Develop/Deploy advanced
Cyberinfrastructure between partnering
countries (and others) as effort to
expand science, education and cultural
cooperation and exchange

. “ Follow-on to NSF-/Russian MinSci-
Funded MIRnet and NaukaNet programs
(Total NSF $18.5M, 1998-2015;

International: ~$240M). Part of broader
NSF Program called International
Research Network Connections.

" “ Started from a single email ..



GLORIAD: The Movie

Produced by Korean partners at KISTI

Since production of this movie, GLORIAD has welcomed new partners
in NORDUnet (Norway, Denmark, Finland, Iceland, Sweden), Egypt,
Singapore and India



Why High Speed Networking? (from 1996)

50M
Data File

Knoxville, TN
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(it worked! but it took all weekend .. every weekend ..
from Friday night until Monday morning.. .50 Megabyte file .. )



Why High Speed Networking?

LERIAD

Current Top Users
Russian Federation

Time Perlod (US East Coast): 201401408 1525741 - 201401408 155750

Funded by the US National Science Foundation

Source Institution

Dest Institution

Bytes

Bandwidth Packets Packet Loss

TRIUMF (Tn University Meson Facility) ( Vancouver, Canada)

Institute of High Energy Physics RAS (Protvino, Russian Federaty

4281 MB

342.5 Mbps 288474 0.000 %

Instinnte of High Energy Physics RAS (Protvino, Russian Federatio
INFN (National Institute of Nuclear Physics) (Bologna, Italy)
Kurchatov Institute (Moscow, Russian Federation)

Instimte for Nuclear Research. Scienufic Center Tronsk, RAS (Mos
National Laboratory for High Energy Physics (KEK) (Ibaraki, Japa
Institute for Nuclear Research, Scientific Center Troutsk, RAS (Mos
NASA Ames Research Center (Mountain View, United States)
Kurchatov Institute (Moscow. Russian Federation)

Kurchatov Institute (Moscow, Russian Federation)

Instiute for Nuclear Research. Scienufic Center Tronsk, RAS (Mos
Kurchatov Institute (Moscow. Russian Federation)

Kurchatov Institute (Moscow, Russian Federation)

Space Research Institute (CPI company LAN) (Moscow, Russian F
Insttute for Nuclear Rescarch. Scientific Center Troisk, RAS (Mos
Helmholtz Centre for Heavy lon Research (GSI) (Darmstadt, Gernu
Institute for Nuclear Research, Scientific Center Troitsk, RAS (Mos
Karlsruhe Institute of Technology (KIT) (Leopoldshafen, Germany)
National Laboratory for High Energy Physics (KEK) (Ibaraki, Japa

Institute for Nuclear Research, Scientific Center Troitsk, RAS (Mos

CERN LHC (Geneva, Switzerland)

Institute for Theoretical and Experimental Physics (ITEP) (Moscov
ESnet (Berkeley, United States)

Karlsruhe Insutute of Technology (KIT) (Leopoldshaten, Germany
Kurchatov Institute (Moscow. Russian Federation)

CERN LHC (Geneva, Switzerland)

Institute of Atmospheric Physics RAS (Moscow, Russian Federat
Lawrence Livermore Nattonal Laboratory ( Livermore. United State
National Laboratory for High Energy Physics (KEK) (Ibaraks, Jap:
Academua Sinica Gnid Computing ( Taipel, Taiwan)

KISTI (Korea (South))

Korea Institute of Science and Technology Information (KISTI) (D
Country of Japan (Japan)

Lawrence Livermore Natonal Laboratory ( Livermore. United State
Institute for Nuclear Research, Scientific Center Troitsk, RAS (Mo
NUBITAK - Scientific and Technological Research Council of Tur
Institute for Nuclear Research. Scientific Center Trousk, RAS (Mo
Institute for Nuclear Rescarch, Scientific Center Troutsk, RAS (Mo

Korea Institute of Science and Technology Information (KISTI) (D

68.5 MB
SILYMB
MHO0MB
274 MB
23.5MB
16,5 MB
8.1 MB
6.8 MB
54MB
S.O0MB
34 MB
3.1 MB
2.0 MB
2.1 MB
20MB
1L.9MB
.o MB
1.6 MB
1.6 MB

548 Y\"\[‘.\’ 46190 0.000 °%
41.5 Mbps

27.2 Mbps

34201 0.000 %

22371

1.274 %

21.9 Mbps 18095 0.000 ®

I18.8 Mbps 15467 0.000 ©

13.2 Mbps 10896 0.000 °

.5 Mbps 0.243 ¢

5.4 Mbps 1.077°
4.3 Mbps 0.000 ¢
0 Mbps 0.000 ¢
.7 Mbps 0.709 ¢
.5 Mbps 43.55
2.1 Mbps

.7 Mbps

0000 %
2.788 ¢
.6 Mbps
5 Mbps

0.000 °
0.000 %
1.3 Mbps
1.3 Mbps
1.3 Mbps

0.000 ©
0.000 °

1036 3.764 °

—GLORIAD Partners |

— - —_— ] —

Canada  China Egypt H'ong Kong

India Netherlands Nordic Russia

Singapore S.Korea

Taiwan

-World Regions }

—{USA Organizations}

> —

NSF (Univ)

NASA NOAA

USGS

DoD

CLORIADs monitoring system buids on all opén-sourceé

tools - MySQL, Perl and Arqus




Research and Education

Networking?
Early* NSF vision of R&E netw

*1992, by Donna Cox and Bob Patterson of NCSA



Advanced R&E networking today

*2008, by Maxine Brown, Bob Patterson, TransLight/StarLight, NCSA, GLIF
FROM: HTTP://WWW.GLIF.IS/PUBLICATIONS/MAPS/GLIF 8-08 640X368.M0V



http://www.glif.is/publications/maps/GLIF_8-08_640x368.mov

The Internet’s Undersea World

The internet’s undersea world

Alexandria, Wednesday
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EASTERN TELEGRAPEH C% SYSTEN AND ITS GENERAL CONNECTIONS.
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http://en.wikipedia.org/wiki/File:1901_Eastern_Telegraph_cables.png
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GLORIAD History

1994 - Started “Friends & Partners” on-line community network
1995 - Started KORRnNet and Russian Civic Networking Projects
1997 - Started MIRnet US-Russia high speed science network
2001 - Moved to NCSA, University of lllinois
2002 - Upgraded MIRnet to 45 Mbps

2003 - Upgraded MIRnet to 155 Mbps

2004 - Added China/CSTnet! Launched “Little-GLORIAD “;Bﬂpgg,\ij,_,w ing .

around the world (US-Russia-China - 155 Mbps)

2004 - Moved project back to ORNL/UT (JICS) with new 5-year NSF Funding

2005 - Added Korea (10G!), Netherlands (Europe exchange), Canada (transit NA)
2006 - Added Nordic countries (re-established direct US-Nordic ties)

2009 - Started Taj project (Stimulus funds)

2010 - New 5 year NSF Funding

2011 - GLORIAD-Singapore Launched; New USAID Funding for GLORIAD in Africa
2011 - December - GLORIAD Egypt Launches

2012 - January - Hong Kong Workshop; June - GLORIAD India Launched

2012 - August - APAN - GLORIAD Agreement

2013 - October - Visits to Qatar and Malaysia




“Little GLORIAD” January 12, 2004

nag




Infrastructure Improvements: 2009 to 2012
Taj Project ($2.2M US Stimulus Funds + $11M intl match)
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Key wordd

GLORIAD:
Applications




The Driver: Science, Education and Medical
Applications (Sample: US-Malaysia/lndonesia)

Building a molecular foundation for tropical mycorrhizal biology: Sporocarp
surveys of ectomycorrhizal fungal diversity of Southeast Asian dipterocarp
forests

Peay, Kabir CA —
Stanford University

kpeay @stanford.edy
Systematics & Biodiversity Sci

The Dipterocarpaceae is the

most diverse and abundant

tree family in the lowland

tropical rain forests of

Southeast Asia. There are

more than 500 species and all

depend on root-associated fungi called ectomycorrhizal (ECM) fungi to obtain soil
nutrients. Ectomycorrhizal fungi have evolved intimate associations with particular
groups of trees in forest communities across the world, but they are rare in most
lowland tropical regions. However, the extent of ECM fungal diversity is unknown,
thereby making tests of important evolutionary and ecological hypotheses difficult. While
soil fungi predominantly exist in microscopic form, many fungi make macroscopic
fruiting bodies during the sexual stage of their life cycle, enabling taxonomic
identifications that can be coupled with molecular data. This project will make use of an
existing collection of identified and curated fungi in Malaysia to begin building and DNA
database for fungal diversity in dipterocarp forest. This effort will allow environmental
samples of soils and roots to be linked to specific species of fungi. Also, fungal fruiting
bodies from the dipterocarp forest will continue to be collected, identified, and
sequenced at a greater intensity with efforts to identify host tree species of specific
fungi. Broader impacts for this project include the teaching and training of local
Malaysian assistants and students. We will also provide an intensive training workshop
for foreign and Malaysian researchers in the collection and identification of fungal
sporocarps in the field. Digital images of sporocarps will be publicly available online.
Since dipterocarps are also highly prized for timber and have experienced some the
highest deforestation rates in the world, this research will be useful for implementing
strategies for forest conservation and regeneration.




Video-Conferencing




Bio/medical Apps

Korea-Nordic Live Surgical Procedure, 1 Gbps Video
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www.ubuntunet.net/sites/ubuntunet.net/files/smithb.pdf
Each antenna must transmit data from two polarisations, so the total data rate for each antenna is 200
Gb/s. Given that the entire structure will have 3000 antennas by the time Phase 2 is complete,
suggests a total capacity requirement of 600 Tb/s.

Using recent forecast data, global internet traffic is predicted to reach 100 exabytes (1018) per month
by 2016. Assuming a CAGR (Compound Annual Growth Rate) of 25%, it is estimated that global
internet traffic will be 750 Tb/s by 2020.

At The implication 1s that, by the time Phase 2 of the Square Kilometre Array i1s completed and
operational, it will be carrying the equivalent of 80% of the global internet traffic over the South
African based antenna array alone.
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Southern Africa

Credit: Bernard Fanaroff and TerraForma/SuW ] ‘ ) I Indischer Ozean
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Benefits to Global Partners

& Scientists, educators and students are able to:

© participate in thousands of simultaneous video=conferences;
engage In distance learning, remote seminars; €etc:

¢ exchange enormous (terabyte-size) data'sets

© share advanced cyberinfrastructure (supercompters, etc.) in
other parts of the world

© utilize advanced visualization and immersive technologies
(such as 3d caves, etc.)

& utilize remote scientific instrumentation - telescopes,
microscopes, seismic instruments, etc.

& engage more easily and more regularly with peers throughout
the world

© build ever more capable internal cyberinfrastructure
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In terms of Sponsorship ..

Organization Chart

Mational Science Foundation

M5F Mational Science Board

Office of the Director

& Staff Offices Director

Deputy Diractor WVice Chair

Offica of Inspector
Genearal

Directorate for Directorate for Soclal, Behavioral
Biological Sclences and Economic Sclences

Directorate for Computer & Office of
Information Science & Engineering Cyberinfrastructure
Directorate for Education Office of International Sciancea
and Human Resources and Enginaaring

Directorate for Offica of Polar
Englnearing Programs

Directorate for Office of Budget, Finance and
Geosciences Award Management

Directorate for Mathematical .
R Office of Inforrmation
and Physical Sciences and Resource Management

One of the NSF IRNC Projects (2010-2015)
Follow-on to NSF-/Russian MinSci-Funded MIRnet and NaukaNet programs
(Total NSF $18.5M, 1998-2015; International: ~$240M)



in terms of a very small but committed community ..

GL ’RIAD
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n terms of an even smaller (and highly committe
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terms of Technical Operations
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in terms of the International Infrastructure (circuits) ..

GL 'RIAD
—resent and
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Partners: SURFnet, NORDUnet, CSTnet (China), e-ARENA (Rusgia), KISTI (Korea), CANARIE (Canada), SingaREN,

ENSTInet (Egypt), Tata Inst / Fund Rsrch/Bangalore Science Community, NLR/Internet2/NLR/NASA/Fed‘N£:c§,lCR/LHC

\ ,
Sponsors: US NSF ($18.5M 1998-2015), Tata ($6M), USAID ($3.5M 2011-2013) all Intl partners (~$240M 1998-2015)

History: 1994 US-Russia Friends and Partners; 1996 US-Russia Civic Nétw\orking; 1997 US-Russia MIRnet; 2004 GLORIAD;
2009 GLORIAD/Taj; 2011 GLORIAD/Africa




GLORIAD Traffic by Month
1999.01 - 2013.04

Early Growth, 1999-2003

OTALOTAINMNTAalTIC

Month
Total Traffic Volume of 7.4 Petabytes

GLZRIAD,




In terms of the customers ...

LERIAD

Current Top Users
United States

eriod (US East Coa

Funded by the US National Science Foundation

Source Institution

Dest Institution

Bandwidth

Packets

Packet Loss

Jont Institute for Nuclear Research (Dubna, Russian Federation)

Vanderbilt University (Nashville, United States) 263.7MB

210.9 Mbps

173702

University of Nebraska Lincoln (Lincoln, United States)

US Geological Survey (Menlo Park. United States )

Purdue University { West Lafayette, United States)

Joint Institute for Nuclear Research (Dubna, Russian Federation)
Joint Instrtute for Nuclear Research (Dubna, Russian Federation)
Fermilab (Batavia, United States)

Vanderbilt University (Nashville, United States)

Nauonal University of Singapore (Singapore, Singapore)

Joint Insttute for Nuclear Research (Dubna, Russian Federaton)
Ministry of Education Computer Center Tarwan (MOEC) (Taiwan)
CITY University of Hong Kong (Central District, Hong Kong)
Joint Insurute for Nuclear Research (Dubna, Russian Federanon)
Ministry of Education Computer Center Tarwan (MOEC) ( Taiwan)
Joint Institute for Nuclear Research (Dubna, Russian Federation)
Korea Ocean Research and Development Institute (Seoul, Korea (S«
US NIH Nanonal Library of Medicine (Bethesda, United States )
Kurchatov Institute (Moscow, Russian Federation)

Institute of High Energy Physics RAS (Protvino, Russian Federato

Kurchatov Institute (Moscow. Russian Federation)

Joint Institute for Nuclear Research (Dubna, Russian Federation)
Russian Space Science Internet (Moscow, Russian Federaton)
Institute of High Energy Physics, CAS (Beyjing, China)

UC San Diego (La Jolla, United States)

Purdue University (West Lafayette, United States)

Institute of High Encrgy Physics, CAS (Beying, China)
Kyungpook National University { Taegu, Korea (South))

US NIH Natnonal Library of Medicine (Bethesda, United States)
EP.NET LLC (Manna Del Rey, United States)

University of Virginia Charlottesville ( Charlottesville, United State
UCAR CISL Research Data Archive (Boulder, United States)
Calitornia Insuute of Technology (Pasadena, United States)
National Center for Atmospheric Research (NCAR) (Boulder, Uni
Massachusetts Institute of Technology (Cambridge, United States)
NASA Ocean Color Biology Frocessing Group (Greenbelt, Unitec
Shanghai Institutes for Biological Sciences, CAS (Shanghat, China
University of Nebraska Lincoln (Lincoln, United States)
Calitormia Institute of Technology (Pasadena, United States)

Indiana University (Bloomington, United States)

160.7 MB
146.0 MB
1309 MB
944 MB
88.3 MB
83.1 MB
79.8 MB
60.8 MB
47.1 MB
424MB
34.3MB
353.0MB
25.0 MB
24.2MB
22.2MB
15.3 MB
145 MB
11.LOMB

S4NMB

128.6 Mbps
116.8 Mbps
104.7 Mbps
75.5 Mbps

70.7 Mbps

66.5 Mbps

63.8 Mbps

45.6 Mbps

37.7 Mbps

33.9 Mbps

27.5 Mbps

26.4 MDbps

22.4 Mbps

19.4 Mbps

17.8 Mbps

14.6 Mbps

13.1 Mbps

8.8 Mbps

8.2 Mbps

105870
96246
921033
62201
$8305
55184
52560
42273
31042
27912
22622
21724
18672
16023
14655

12151

1.488 ¢
0,000 ©
0.016 %
0.000 °
0.730°
1.019°
0.000 %
0.000 %
(L0 %
0.870 %
0.000 %
0,000 °
(.980 %
0.000
0,000 %
0.0 %
4461 %
0.000 %
().554 %

0.000 %

GLORIAD Partners

Canada China Egypt Hong Kong

India

[ = T ’“‘I

Malaysia Netherlands Nordnc Russia

Singapore S.Korea

Talwan

World Regions |

—USA Organizationst

g

we

NSF (Univ)

NASA

NOAA

UsGS

DoD

GLORIAD's monitoring systém bwilds on alf open-source rools - MySQL, Perl and Arqus




In terms of the numbers ...

© 14.8 million IP addresses routédracress: =
GLORIAD infrastructure sin€e'beginning

& 1.7 billion flow records (large flows) since
beginning

& 300 million flow update records (argus)
daily

¢ 6 Terabyes - 18 Terabytes per day



In terms o
science
applications




FermilLab (Chicago)

Fermi National Accelerator Laboratory advances the understanding of the Host name
fundamental nature of matter and energy by providing leadership and resources for  .-nal-gov

qualified researchers to conduct basic research at the frontiers of high energy S(n,:g;rg rates

physics and related disciplines. Country Code
us
Region
Illinois
City
Batavia

#1 largest provider of

data across See: http://www.fnal.gov/ ‘
GLORIAD (~270

Terabytes in 2010)

Gigabytes Tranferred per Day

== @Gigabytes

1/1/10 2/1/10 3/1/10 4/1/10 5/1/10 6/1/10 7/1/10 8/1/10 9/1/10 10/1/10 11/1/10 12/1/10



http://eosweb.larc.nasa.gov/HPDOCS/datapool/datapool.ftp.readme.txt

Web
> & R

USGS MODIS Repository of Earth Satellite Imagery
MODIS (or Moderate Resolution Imaging Spectroradiometer) is a key instrument aboard the Terra (EOS AM)
and Aqua (EOS PM) satellites. Terra's orbit around the Earth is timed so that it passes from north to south across
the equator in the morning, while Aqua passes south to north over the equator in the afternoon. Terra MODIS and
Aqua MODIS are viewing the entire Earth's surface every 1 to 2 days, acquiring data in 36 spectral bandsgor
groups of wavelengths (see MODIS Technical Specifications). These data will improve our understanding of
global dynamics and processes occurring on the land, in the oceans, and in the lower atmosphere. MODIS is
playing a vital role in the development of validated, global, interactive Earth system models @ble to predict
global change accurately enough to assist policy makers in making sound decisions concer the
protection of our environment.

I

#2 largest provider of See: http://modis.gsfc.nasa.gov/
data across

GLORIAD (~75

Terabytes in 2010)

Gigabytes Tranferred per Day

== Gigabytes

1/1/10 2/1/10 3/1/10 4/1/10 5/1/10 6/1/10 7/1/10 8/1/10 9/1/10

Host nhame
e4ftl01.cr.usgs.gov
Country

United States
Country Code

us

Region

South Dakota

City

Sioux Falls


http://eosweb.larc.nasa.gov/HPDOCS/datapool/datapool.ftp.readme.txt
http://terra.nasa.gov/
http://aqua.nasa.gov/

5: _‘ .‘ Hycom National Ocean Partnership Program

A | g X |
' The HYCOM consortium is a multi-institutional effort sponsored by the National Host name
Ocean Partnership Program (NOPP), as part of the U. S. Global Ocean Data gjs.hytcom.org
Assimilation Experiment (GODAE), to develop and evaluate a data-assimilative U(n>iLtlgd rgt b
hybrid isopycnal-sigma-pressure (generalized) coordinate ocean model (called Country Code
HYbrid Coordinate Ocean Model or HYCOM). Us
Region
Florida
City
Tallahassee
#3 largest provider of
data across See: http://www.hycom.org/ ‘
GLORIAD (~21
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http://eosweb.larc.nasa.gov/HPDOCS/datapool/datapool.ftp.readme.txt
http://www.hycom.org/component/weblinks/44/7
http://www.hycom.org/component/weblinks/44/8

@ = NS National Center for Atmospheric Research

The National Center for Atmospheric Research (NCAR) is a federally funded Host name
research and development center devoted to service, research and education in the gist?::r.ucar.edu
atmospheric and related sciences. NCAR’s mission is to understand the behavior of United g tatas
the atmosphere and related physical, biological and social systems; to support, Country Code
enhance and extend the capabilities of the university community and the broader us

scientific community — nationally and internationally; and to foster transferof Region
knowledge and technology for the betterment of life on Earth. The National Science  colorado
Foundation is NCAR's primary sponsor, with significant additional Support provided City

; : . Boulder
by other U.S. government agencies, other national governments and the private

#4 largest provider of sector.
data across
GLORIAD (~20 See: http://www.ucar.edu/

Terabytes in 2010)

Gigabytes Tranferred per Day
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http://eosweb.larc.nasa.gov/HPDOCS/datapool/datapool.ftp.readme.txt

o Climate Diagnostics Center (NOAA)

N
The Climate Diagnostics Center (CDC) in Boulder, Colorado advances Host name
understanding and predictions of climate variability through a vigorous research ftp.cdc.noaa.gov
. ) : . h . e Country

program, emphasizing state-of-the-art diagnostic techniques, directed at identifying ;.4 States
the causes and potential predictability of important climate phenomena. Examples  country Code
of phenomena that are foci for CDC research include major droughts and floods, the _US
El Nifio - Southern Oscillation and its global impacts, and decadal to centennial Region
climate variations. CDC also performs extensive intercomparisons of gbservational = <olorado
and climate model data, an activity which is essential to improving NOAA'S climate (B::)tL‘lll der
models and forecasts. CDC is also a major participant in the WesStern Water

#8 largest provider of Research Initiative.

data across *

GLORIAD (~11 See: http://www.research.noaa.gov/climate/climate_cdc.html

Terabytes in 2010)

Gigabytes Tranferred per Day
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http://eosweb.larc.nasa.gov/HPDOCS/datapool/datapool.ftp.readme.txt
http://www.cdc.noaa.gov/research.html
http://www.cdc.noaa.gov/Drought
http://www.cdc.noaa.gov/ENSO
http://cires.colorado.edu/wwa

National Center for Biotechnology Information (NCBI)

a Glance

The National Center for Biotechnology Information advances science and health by Host name
providing access to biomedical and genomic information. Popular database ftp.wip.ncbi.nim.nih.gov
resources include: BLAST, Bookshelf, Gene., Genome, Nucleotide, OMIM, Protein, Country
PubChem, PubMed, PubMed Central, SNP United States
Country Code
us
Region
Maryland
City
Bethesda

12th largest provider
of data across
GLORIAD (~9
Terabytes in 2010)

See: http://www.ncbi.nlm.nih.gov/ ‘

Gigabytes Tranferred per Day
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http://eosweb.larc.nasa.gov/HPDOCS/datapool/datapool.ftp.readme.txt
http://blast.ncbi.nlm.nih.gov/
http://www.ncbi.nlm.nih.gov/books/
http://www.ncbi.nlm.nih.gov/gene/
http://www.ncbi.nlm.nih.gov/genome/
http://www.ncbi.nlm.nih.gov/nucleotide/
http://www.ncbi.nlm.nih.gov/omim/
http://www.ncbi.nlm.nih.gov/protein/
http://pubchem.ncbi.nlm.nih.gov/
http://www.ncbi.nlm.nih.gov/pubmed/
http://www.pubmedcentral.nih.gov/
http://www.ncbi.nlm.nih.gov/snp/

Atmospheric Science Data Center, NASA

Multi-angle Imaging Frostpiame
SpectroRadiometer (MISR) 4101 o nasa g

United States
Country Code

23rd largest provider MISR provides. new types of infqrmgtiop for sci‘entists studying Earth's climate, zzgion
T A eSS sucb as the regional and global distribution qf dlfferept types. of atmospherlc Virginia

particles and clouds on climate. The change in reflection at different view angles City
GLORIAD _(~5 combined with stereoscopic techniques enables construction of 3-Dimodels and Hampton
Terabytes in 2010) estimation of the total amount of sunlight reflected by Earth's diverse environments.

campaign documents/misr ov2.html

See: http://eosweb.larc.nasa.gov/GUIDE/ ‘

Gigabytes Tranferred per Day
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http://eosweb.larc.nasa.gov/HPDOCS/datapool/datapool.ftp.readme.txt

Genomics Data Transit: GLORIAD

Genomics Data Transit of GLORIAD Network

i CN Beijing Genomics Institute, CAS (Beijing)

i CN CAS, Institute Genetics & Developmental Biology
(Beijing)

CN Shanghai Human Genomics Institute, CAS
(Shanghai)

i RU Institute of General Genetics (Moscow)

RU Institute of Cytology and Genetics (Novosibirsk)

RU RAS, Institute of Molecular Genetics (Moscow)

ES Fundacio Privada Centre de Regulacio...
(Barcelona)

GB MRC Human Genome Mapping Project...
(Cambridge)

B Other

J
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NOAA as Destinationof Traffic via GLORIAD-US links
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In terms of the science
“‘success stories”

® 00 New Kind of Neutrino Transformation Discovered

< |» j [EJ |§| |§| [5] '+ SChttp://www.scientificcomputing.com/news-DS-New-Kind-of-Neutrino-Transform: [[Etad ¢ | (Q~ Google

& [I] i Cool Quotes ArgusArchive StartSSL 2Plus2 IPView Icons Mobile Market Instapaper: Read Later F&P Outlet Do Later PowerC EndowMarks

DayaBayReactor Neutrino Expen : 1 New Kind of Neutrino Transform... I e Ry 5 ; ; ; ; &

scientific - INFORMATION TECHNOLOGY | Search |
computlng FOR SCIENCE ESS.UJ;LEE;fgrﬁS;hemistry,statistics,hpc

INFORMATICS HPC DATA ANALYSIS DATA SOLUTIONS LIMS GUIDE MULTIMEDIA NEWSLETTERS NEWS

WHITE PAPERS SUBSCRIBE DIGITAL LIBRARY ADVERTISE EDITORIAL CONTACT
us

JOB SEARCH ABOUTUS

DATA SOLUTIONS Home > Data Solutions > New Kind of Neutrino Transformation Discovered B Most Viewed Content
¢ Dubai at Night
¢ Super Hornet Simulation a

e New Kind of Neutrino Transformation Discovered sdolat Diskcistnd Projsct

Image Analysis Smithsonian Showcases
Titanoboa Monster Snake

Boards and Cards

Instrument Control
Get the latest news in High Performance Computing, Informatics, Data Analysis Software and more - Sign up now! New Layer of Genetic
Microscopes Coding Found
Supersonic Snowball in
j Neutrinos, the wispy particles that flooded the universe in the earliest Hell: Comet flight through
moments after the Big Bang, are continually produced in the hearts of stars Sun's atmosphere
and other nuclear reactions. Untouched by electromagnetism, they respond New Institute to Help
only to the weak nuclear force and even weaker gravity, passing mostly Scientists Improve Massive
X A Bl unhindered through everything from planets to people. Data Set Research
SITE SPONSORS YRR . Amazon CEO to Raise
i Years ago, scientists also discovered another hidden talent of neutrinos. Sunken Apollo 11 Engines
Although they come in three basic *flavors™ — electron, muon and tau — Spectacular Meteor

%TARL,-MS‘ N y @l neutrinos and their corresponding antineutrinos can transform from one flavor Displays: Jupiter Assists

gl to another while they are traveling close to the speed of light. How they do this Halley's Comet
Daya Bay Neutrino Facility in China. has been a long-standing mystery. Ancient Flying Reptile

Courtesy of Roy Kaltschmidt, Lawrence ) Found
Berkeley National Laboratory But some new, and unprecedentedly precise, measurements from the Cool Clouds of Carina

multinational Daya Bay Neutrino Experiment are revealing how electron
LAEW{\BE)\ antineutrinos “oscillate” into different flavors as they travel. This new finding from Daya Bay opens a gateway to a
R new understanding of fundamental physics and may eventually solve the riddle of why there is far more ordinary

matter than antimatter in the universe today.

The international collaboration of researchers is made possible by advanced networking and computing facilities. In
the U.S., the Department of Energy's high-speed science network, ESnet, speeds data to the National Energy
Research Scientific Computing Center (NERSC) where itis analyzed, stored and made available to researchers via
the Web. Both facilities are located atthe DOE's Lawrence Berkeley National Laboratory (Berkeley Lab).

Surprising results

Nuclear reactors of the China Guangdong Nuclear Power Group at Daya Bay and nearby Ling Ao produce millions
of quadrillions of elusive electron antineutrinos every second. The six massive detectors buried in the mountains
adjacent to the powerful reactors, make up the Daya Bay Experiment. Researchers in the collaboration count the
number of electron antineutrinos detected in the halls nearest the Daya Bay and Ling Ao reactors and calculate how
many would reach the detectors in the Far Hall if there were no oscillation. The number that apparently vanishes on
the wasclasaillating into other flavors, in fact) gives the value of theta one-three, written 813.

Shortly after experimenta a is collected, it travels across the Pacific Ocean via the National Science Foundation's
GLORIA ects to ESnet backbone in Seattle, WA. From Seattle, ESnet carries the data to the




Note: it’s not all about “big
science”

® We expect to see more and merfe big
discoveries” come from “little;science:
players (i.e., “citizen sciencé (ex: open
source drug discovery program in India),
student collaborations, etc.) connected
with solid infrastructure

© Young-people-led initiatives (with good
access to infrastructure) have been quite
transformative (www, mosaic, google,
facebook, etc.)

(“aim at connecting the students; the scientists will be connected too”)



GLORIAD

GLORIAD is a loose-knit trust community of individuals
sharing core values about the value of open netwerking,and
committed to building and cooperatively managing leading-

edge information and communicatiensinirastructure
connecting scientists, educators andﬁudents In a grouna-
level, bottom-up approach - to facilitate shared work on
challenges common to all cultures in virtually all domains of
science, education, health care and infrastructure. Itis
community-born, community-driven and community-led —
always changing, ever evolving, chaotic, synergistic,
center-less, tolerant, informal, but intensely purposeful —
standing on the shoulders of and building on the good work
of those who gave the world a common Internet
Infrastructure.

Think “ecosystem” instead of organization.



GLORIAD

Measurement and Monitoring System

or how do we get (meaningful information) from ...

. 9]:_27RIAD Corrt T

for a global high-speed research & education network



Remainder of Presentation

During the past year, GLORIAD has been working on a new system for
measuring and monitoring global network infrastructure focused Iess 0 »
and more on addressmg needs of |nd|V|duaI users. To accompl ‘ ‘ \

by actively studying utilization; (2) identify poor performance of individual
applications by constantly (and in near-real-time) analyzing information on such
per-flow metrics as load, packet loss, jitter and routing asymmetries; (3) mitigate
poor performance of applications by identifying fabric weaknesses (4) build richly
visual analysis applications such as GLORIAD-Earth and the new GIoTOP to
help make sense of the enormous volume of data.

To realize this new model of measurement and monitoring (focused less on links
and more on individual customers), GLORIAD has recently moved from its old
flow-based system (used since 1998 and storing approximately 1 million records
per day) to a new, much more detailed system — collecting, storing and analyzing
200-400 million network utilization records per day — based on deployment of
open-source Argus software (www.gosient.com/argus). The talk will focus on
the benefits and the technical challenges of this new and actively evolving work.



http://www.qosient.com/argus

GLORIAD Metrics

(“yatiscalh Abourt aImp Fovimpsitird tidmad ywaraméssienrdire”
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TECHNOLOGIES

Argus (with netmap ring buffer)

“Modern Perl” / POE (asynchronous non-blocking
cooperative multi-tasking services; enterprise service
bus) (could be C, Python, Ruby;, etc.)

Database (MySQL (MariaDB?), SQLite)

RunRev LiveCode (Multiplatform, media-rich client
development)

ElasticSearch




TECHNOLOGIES

(CONTINUED)

ZeroMQ (Powerful messaging library and framework)
Serialization (JSON, MessagePack (, Protobufs?))
Gearman (Job queue; workload distribution)

Caching Strategies

= MemCached (Redis?)

= Perl CHI (works with MemCached and Redis) to give both
local (in process) cache + external cacheing service




TECHNOLOGIES

(CONTINUED)

= Generic Mapping Tools for GEO/GIS
= Git (code organization, sharing, version control)

= Monit (managing, monitoring unix-system processes)




TECHNOLOGIES

(CONTINUED)

» Hardware

= Cisco UCS Blade Servers (64 core hyper-threaded (32
real); ZFS file system (raidz, 800 MB /s throughput),
Massive RAM (1.5 Terabytes), Xeon PHI CoProcessor)

= Dell

= Raspberry PI

= Network Cards (Intel 10G, Myrinet 10G)




TECHNOLOGIES

(CONTINUED)

= Operating Systems
= FreeBSD (openness, stability, security, dtrace, zfs)
= Linux (retiring; only for Xeon PHI coprocessor)

= MacQOS Server (retiring)




COMPONENTS

. Raw Data Collection (Argus)

. Database Organization, Storage and Retrieval
2.1.Global Science Registry

2.2.MySQL Flow Tables

2.3.MySQL Summary Tables

. Visualization and Analysis “Farm”
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Argus

Flexible open-source software packet sensors to
generate network flow records at linetrate; Ior
operations, performance andSecurity.

Comprehensive, not statistioﬁ, bi-directional,
with many flow models allowing you to track any.
network traffic, not just 5-tuple IP traffic.

Support for large scale collection, data
processing, storage and archiving, sharing,
vizualization, with analytics, aggregation,
geospatial, netspatial analysis.



Argus

(author: Carter Bullard)

ARGUS- Auditing Network Activity e
} (&) (R (D) (2] [ L) O www.qosient.com/argus) , } ] Reader

iNetmon Sdn Bhd LiveCode-user Livecode-dev LiveCode Academy IPCam Cool Quotes ArgusArchive 2Plus2 IPView

AP AN 34th Meeting - Colombo e : 1 ARGUS- Auditing Network Activity

a r US Carnegie Mellon
Mon Aug 13 16:43:54 EDT 2012 - argus-clients-3.0.7.1 - Netflow v9

Using Argus The newest development version of argus-clients is on the server. The first new set of features that

have been added is netflow v9 support. Now all experimental ra* clients can read netflow v1-9, and
Getting Argus convert them to argus 3.0 records. This allows you to use argus's collection, processing, archiving and
Argus Wiki storage methods on any form of netflow data.

Development This support is experimental, so we do need testers. So please download argus-clients-3.0.7.1 and give G ‘ - l
Documentation it a try. As always, if you do run into problems, please don't hesitate to send a note to the argus L R AD

developers mailing list.

Publications

Support The current set of stable source code can be grabbed from these links:

Links
argus-3.0.6.1 argus-clients-3.0.6.2

News

The Argus Project was invited to participate in the NSF's "Security at the Cyberborder Workshop", held
in March, to discuss International Research Network Connections and Cybersecurity. Very interesting M
discussions on some rather difficult security issues. Here is the final report. H

- Ll
Argus-3.0.6 is now being used to drive some really great network visualizations for GLORIAD, the / b l v l o
advanced science interent network that connects US, Russia, China, Korea, Canada, The Netherlands, /
India, Egypt, Singapore and Nordic scientists with Advanced Cyberinfrastructure. Checkout the various NEeTWOrks
visualizations, including GLORIAD Earth.

&9 MaxMind’

Welcome to Argus, the network Audit Record Generation and Utilization System. The Argus Project is Ar(SI h‘l‘{
focused on developing network activity audit strategies and prototype technology to support Network -

Operations, Performance and Security Management. If you look at packets to solve problems, or you
need to know what is going on in your network, right now or way back then, you should find Argus a
useful tool.

The Argus sensor processes packets (either capture files or live packet data) and generates detailed OPENFABRICS
status reports of the 'flows' that it detects in the packet stream. The flow reports that Argus generates ALLIANCE




® OO0 ARGUS- Auditing Network Activity - Manuals

[4 . (\] [{;}] [@] [E] [Q] [IZ,'J [ﬁ] [s www.qosient.com

areus

Using Argus argus generate flow records from packet data

Man page documentation for argus.

Getting Argus argus.conf argus system configuration file

Argus Wiki Man page documentation for radium, the argus data collection and distribution system.

Development . . . C e
? radium argus data collection, analytics and distribution

Documentation radium.conf radium system configuration file

Publications
Man page documentation for argus data clients.
Support

Links ra read, filter and print argus data

News rarc ra* program configuration file
rabins process argus data into structured 'bins'

racluster aggregate argus data

racluster.conf racluster configuration file

raconvert convert ascii flow data into argus record format
racount tally objects in argus data stream

radump decode user data buffers using tcpdump decoders
raevent read argus generated events

rafilteraddr high performance argus data filtering

ragraph time series graphing (rrd-tool based)

ragrep regular expression matching from captured user data
rahisto frequency distribution analysis for argus data metrics
ralabel semantic enahancemet / metadata tagging
ralabel.conf ralabel configuration file

ranonymize argus data anonymization

ranonymize.conf ranonymize configuration file

rapath print topology information derived from argus data
rapolicy continuous access control policy verification

rasort sort argus data

rasplit split argus data into structured OS based files

rasql read native argus data from mysql database tables
rasqlinsert insert and read argus data from/to mysql data tables
rastream argus data stream block processing

rastrip argus data manipulation and compression



Argus Attributes

-

The avallable ficlds w L ave:

=N [lo}<nam>, [lo)<start-end>, [lo|<start snum>

Frocess the et <nanos reconds, the Inclusive range <start - end», of peocess <num + 1 reconds
starting at index number <start>. The opSonal Ist chazacter indicates whether the specification is
2pplied to the lput or the cutput stream of records, e defaulkt is input. [f applied to the input, these
a0 the range of records that match the input filer

-p <digite

Print <adigito namber of units of precision for floating point valoes

Ran i quiet mode. ConSgure Ra i not pring out the contents of records. This can be esed for 2 sum.
her of masstenance tactke, where you would be irteretted in the oulcome of 2 program, or #t progress,
say with the D optien, without priating each input record.

« I <{type: ile] ssolTset | reallset ]| >

Read aype> data from <iled> in e order prosenied oo Be commundline. =" denotes sidia, Rs wip
ports reading angws type Jata (default), cisoo and N1, Sow-tools type dats. If you want 1o read & set of
flos ad em, when dooe, read stdin, wse multiple occurcnces of e -r opticn. Ra can road gaip(l),
beip2(1) s compress(]) comprossed Jats files. Use the opticasl byte offsct spexificasion for readisg
data bom a spesilic oflscet in B like

Examples are
«f Niel Nie2 read angus reconds feom flel, then fle2
s hiepr read asgus secords from gzip compressed fle
-r e 35X760 read argus reconds starung at byte offset 32876
rencofle read cinco metfiow records from file
r ftfile read Sow.tools hased reconds

=R «dir dir .>

Recursively decend the dinectory and process all the regular files that e encountered. The fusction
does sot decend to links, or directeries that begin with ", The featare, like the -r command, does not
do any file type checking

=5 - NI+1#]1Geld] hen] format]] >

Specify e Gields %0 priot. Ra vses & delavht primting Gcld list, by specifying a ficld you can replasce
this list completely, of you csm modify the existng defawlt priat list, using the optonal <" and "o 8T
form of the command. The optional “format” specification, wses sprimtf.] sytax to format the valoe.

argus svurce ealifer.

sov0nd stat time

recond Fast time

agprogation rexoed count

Bow state flags seon in transaction

ANgus sequence number

record toeal duration

socal active flow run time. This value is geacrated through aggregation, and is the sum
of the records duraton.

average duration of aggregated records

standard deviation of aggregated duration times.
sotal sccusulated durations of aggregated reconds,
minimum duration of apgregated recoeds.
maximume Jurstion of aggregated recosds.

wurce MAC addr

destimation MAC addr.

oui portion of the source MALC adde.

oui portion of the destimation MAC addr
source [P addr.

destination 1P addr

transaction protocol

sousce pont number

destination poet number

source TOS byte valoe

destizatioa TOS bywe vakse.

sousrce Jilll serve byte vaue

dostimation dll serve byke value.

sousce 1P address country code

destination 1P addicss country code

¢ -> gt TTL value

dst <> we TTL value

source |P dennfer

destination 1P dentificr

source MPLS identifier.

destination MPLS identifer.

sotal ramsaction packet count

s0c <> dat packet coant

&4 -> sec packet cosnt

tocal ransaction bytes,

soc <> dst oransaction bytes.

dat > e ranaaction bytes.

el spplication byikes

¢ -> dst application byks

dat <> sec application byses

DS per second

ource bits per seoond

destination bits per second

pkrs setransmined of dropped

source pkis retransmutted or dropped.
doestimation phas rctnasmitiod or dropped
perocnt phis retramsaniticd or dropped

peroent soarce pkts retransmissed or dropped
percent destination pkis retraasmn med or dropped
sousce bytes misiing in the data strcam. Avallable after argus-30 4
destination bytes missing in the data steam. Available after argus-304
RIS per second.

tource ptt por tocond

destimation pkts per second.

direction of traxsacton

wusrce inlerpacket arival tisne (mSec)

source inlerpacket arival lime distribution
OUSCE active istorpaciet arrival tise (=25¢c)
souUrce active interpacket arrival s (mSex)
source idle imtorpaciet mrival time (mSex)
sousce idle imterpaciet serival time (mSex)
destination imcrpacket serival time (mSec)
destisation inlerpacie! amval time Gisnbution
dostisation active isterpacket arival e (m5ec)
dostimation active interpecket arival tme distributon (mSex)
dostisation ale interpaciet arrival time (mSex)

12 Novessber 2000

12 Novessher 2007
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destination idle mocrpacket arrival the distribution

source jitmer (mdec)

OUree active ytter (mNec)

source idle pitter (mSex)

Jostisation jitter (mSe)

destination active jimer (mSex)

destination Kle aicr (mSex)
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source uscr dats bufler

destization uaer Jats buller

source TCP window adveriscment

dostisation TCP window sdvortisen

source VLAN entificr

destination VLAN Kientifier

source VILAN entifier

destisation VAN dentis

wuzce VILAN griorily

dos on VLAN priorily

start tinse for the [Rlicr tisncrange

¢nd time for the fikicr tlimerange

ouree TCOT Dase soQuonce o

destination TCP base seguende sumibey

TCP connection sctup round-trig thne, the sum of "synack” and “scidat’

TCP connection setup time, the time betwoen the SYN and the SYN_ACK packets
TCP connection setup time, the time between the SYN_ACK and the ACK packets
The TCP connection options soen at initiation. The acpape |§ sor consists of a finnd
length feld, that reports peesence of any of the TCP opticns that argus tracks The for-
mal by

M - Mavmem Segmest Size
‘~  Window Scale

5 - Selective ACK OK
S - Selective ACK
¢ « TCP Echo
[ § « TCP Fcho Reply
T « TCP Timestane
¢ -TCPCC
N TCP CC New
O - TCPCOC Echo
S - Source Laplicit Congestion Notification
D - Destimation Explicit Congestion Notification
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minimum packet size for traffic ¢

prnt oaly the source address
removes the bytes fleld fr

Novermber 200
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Current GLORIAD-US Deployment of Argus

SEATTLE ARGUS NODE

DELL R410 servers -

1) Processors - 2 x Intel xeon
X55670, 2.93GHz (Quad cores)
2) Memory - 8 GB (4 x 2GB)
UDDIMMs

3) Hard drive - 500GB SAS

4) Intel 82599EB 10G NIC

5) FreeBSD 9.1

6) NetMap Ring Buffer

7) running argus daemon sending
data to radium server in Knoxuville

- IR T

Seattle Force-10 Router Chicago Force=10 Router

KNOXVILLE RADIUM SERVER
Apple Xserver-

1) Processors - 2 x 2.93GHz Quad-
Core Intel Xeon

2) Memory - 24GB (6x4GB)

3) Hard drive - 1TB Serial ATA

4) OS-10.8

Argus Analysis Tools

(running on various (mostly apple)

-

CHICAGO ARGUS NODE

DELL R410 servers -

1) Processors - 2 x Intel xeon
X55670, 2.93GHz (Quad cores)
2) Memory - 8 GB (4 x 2GB)
UDDIMMs

3) Hard drive - 500GB SAS

4) Intel 82599EB 10G NIC

5) FreeBSD 9.1

6) NetMap Ring Buffer

7) running argus daemon sending
data to radium server in Knoxville




Current GLORIAD-US Deployment of Argus

Document argus.conf

Document radium.conf




ARGUS DAEMON
CONFIG FILE

1. argus.conf resides in /etc directory (by default)

2. directs argus to interface port(s), defines flow-key
(default: standard 5-tuple for tcp), other attributes




SELECTED ATTRIBUTES FROM
[ETC/ARGUS.CONF

# Argus Software

# Copyright (c) 2000-2012 QoSient\LLC
# ALl rights reserved.

#

#Example argus.conf

#

It will also search for this file as argus.conf im\directories
specified in $ARGUSPATH, or $ARGUSHOME, $ARGUSHOME/1%

or $HOME, $HOME/1lib, and parse it to set common configurgqtion
options. All values in this file can be overriden by commaxd
line options, or other files of this format that can be read
using the -F option.

HOH O R K K R R

ARGUS_FLOW_TYPE="Bidirectional"
ARGUS_FLOW_KEY="CLASSIC_5_TUPLE"

ARGUS_DAEMON=yes

#ARGUS_MONITOR_ID="hostname" // IPv4 address regdrned
ARGUS_MONITOR_ID=A.B.C.D // IPv4 address
#ARGUS_MONITOR_ID=2435 // Number
#ARGUS_MONITOR_ID="PW" // String

ARGUS_ACCESS_PORT=40000

#ARGUS_BIND_IP="::1,127.0.271"
#ARGUS_BIND_IP="127.0.0.A™
ARGUS_BIND_IP="A.B.C.D"

Argus will open this argus.conf if installed ax/etc/argus.conf.

#ARGUS_INTERFACE=any

#ARGUS_INTERFACE=1ind:all
#ARGUS_INTERFACE=1nd:en0/197.168.0.68,en2/192.168.2.1
#ARGUS_INTERFACE=1nd:en@7/"en@",en2/19234
#ARGUS_INTERFACE=en@

ARGUS_INTERFACE=1

ARGUS_FLOW_STATUS_INTERVAL=5

RGUS_MAR_STATUS_INTERVAL=300

ARGUS_GENERATE_PACKET_SIZE=yes

ARGUS GENERATE_JITTER_DATA=yes

ARGUS_GENERATE_MAC_DATA=yes
ARGUS_GENERATE_APPBYTKR METRIC=yes
ARGUS_GENERATE_TCP_PERF_METRIC=yes
#ARGUS_CAPTURE_DATA_LEN=16

ARGUS_ENV="PCAP_MEMORY=500000"




Current GLORIAD-US Deployment of Argus

Document radium.conf

Document argus.conf




RADIUM DAEMON
CONFIG FILE

1. Radium normally runs on another (not argus probe)
machine

2. default location for radium.conf is in /etc




SELECTED ATTRIBUTES FROM
[ETC/RADIUM.CONF

#
# Radium Software

# Copyright (c) 2000-2012 QoSient, LLC

# All rights reserved.

#

# Radium will open this radium.conf if its installed as /etc/
radium.conf.

It will also search for this file as radium.conf in directories
specified in $RADIUMPATH, or $RADIUMHOME, $RADIUMHOME/1ib,

or $HOME, $HOME/1lib, and parse it to set common configuration
options. All values in this file can be overriden by command
line options, or other files of this format that can be read in
using the -F option.

HOH H H KR R

RADIUM_DAEMON=yes

#RADIUM_ARGUS_SERVER=amon:12345
RADIUM_ARGUS_SERVER=argus://chicago.glorigd.org:40000
RADIUM_ARGUS_SERVER=argus://seattle.glor1iad.org:40000
#RADIUM_ARGUS_SERVER=argus-tcp://th
#RADIUM_ARGUS_SERVER=argus-udp:/4dpophis:562
#RADIUM_ARGUS_SERVER=cisco://132.168.0.4:9699
#RADIUM_ARGUS_SERVER=bluemg¢-fbsd.gloriad.org

#RADIUM_CISCONETFJOW_PORT=9996

#RADIUM_USER_AUTH="user/auth"
#RADIUM_AUTH_PASS="password"

ADIUM_ACCESS_PORT=561

RADIUM_OUTPUT_FILE=/var/log/radium/radium.out

Data transkormation/processing is done on the complete set
of input records, and all output from this radium node 1is
transformed. Thys makes cataloging and tracking the
transformational nodes a bit easier.

This example enables dataxgclassification/labeling.

This function is enabled withk a single radium configuration
keyword RADIUM_CLASSIFIER, and tken a ralabel() configuration
file is provided.

HoH O H R R HHEHH R

Commandline equivalent none

RADIUM_CLASSIFIER_FILE=/etc/ralabel.conf




SELECTED ATTRIBUTES FROM
/[ETC/RALABEL.CONF

# Argus (Client Software

# Copyright (c) 2000-2012 QoSient,\LLC

# All rights reserved.

#

# RalLabel Configuration

#

# Addresss Based Country Code Classification

# Address based country code classification leverages™he feature
# where ra* clients cant print country codes for the IP addresses
# that are in a flow record. Country codes are generated f the ARIN
# delegated address space files. Specify the location of your

# DELEGATED_IP file here, or in your .rarc file (which is default)y

RALABEL_ARIN_COUNTRY_CODES=yes
RA_DELEGATED_IP="/usr/local/argus/delegated-ipv4-latest”

BIND Based Classification
BIND services provide address to name translations, and these
reverse lookup strategies can provide FQDN labels, or domain
labels that can be added to flow. The IP addresses that can
"labeled' are the saddr, daddr, or inode. Keywords "yes" grd "all"
are synonomous and result in labeling all three IP addresses.

#
#
#
#
#
#
#
# Use this strategy to provide transient semantic epffancement based
# on 1ip address values.

#

#RALABEL_BIND_NAME="all"

# Port Based Classification

# Port based classifications jrfvolves simple assignment of a text

# label to a specific port sfumber. While IANA standard classifications
# are supported throughg-the Unix /etc/services file assignments,

# and the basic "src port" and "dst port" ra* filter schemes,

# this scheme is uSed to enhance/modify that labeling strategy.

# The text asse€iated with a port number is placed in the metadata

# label fi , and is searched using the regular expression searching

# strategies that are available to label matching.

RALABEL_TANA_PORT=yes
RAKABEL_TIANA_PORT_FILE="/usr/local/argus/iana-port-numbers

# Flow Filter Based Classification

# Flow filter based classificatjeh uses the standard flow

# filter strategies to provide a general purpose labeling scheme.

# The concept is similar racluster()'s fall through matching

# scheme. Fall throughthe list of filters, if it matches, add the
# label. If you wapt to continue through the list, once there is

# a match, add & "cont" to the end of the matching rule.

#

#RALABEL _ARGUS_FLOW=yes
#RALABEK_ARGUS_FLOW_FILE="/usr/local/argus/ralabel.gloapp.conf"

GeoIP Based Labeling
# The labeling features can use the databases provided by MaxMind
using the GeoIP LGPL libraries. If your code was configured to use
these libraries, then enable the features here.

+

oIP provides a lot of support for geo-location, configure support
by bling a feature and providing the appropriate binary data files.
ASN reperting is done from a separate set of data files, obtained from
MaxMind.com, and so enabling this feature is independent of the
traditional ci data available.

HOH OH B O H R

RALABEL_GEOIP_ASN=yes
RALABEL_GEOIP_ASN_FILE="/usr/lo<al/share/GeoIP/GeoIPASNum.dat"

Data for city relevant data is enabYed through enabling and configuring
the city database support. The types data available are:
country_code, country_code3, country_nsge, region, city,
ostal_code,
latitude, longitude, metro_code, area_code and continent_code.
time_offset is also available.

H H HT & H H R

RALABEL_GEOIP_CITY="saddr,daddr,inode:lat,lon"
RALABEL_GEOIP_CITY_FILE="/usr/local/share/GeoIP/GeoIPCity.dat"




EXAMPLES OF LIVE LABELS
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Database Organization, Storage and Retrieval

MaxMind GeolP Database

GloMON Documentation

Summarize by Year + All
Domains (Institutions)

Summarize by Al MySQL Flow Tables Monthly FlowTables

ASrums

CountryCodes

Support Tables

Colors

Elc






Global Science Registry

MaxMind GeolP Database

- MySQL Database  IP Tables
IPAssign

IP Assignment Process (mapping IPs to
Domains)

- Domains

- Domains MetaData

. Domains Traffic Summary Tables

~ IPsText



GLOBAL SCIENCE
EGISTRY DEFINE

. information system describing all global science/
education systems routed across GLORIAD (or any R&E
networks)

. process for mapping IP addresses (ranges of IPs or
specific IPs) to science registry records







GLOBAL SCIENCE
GISTRY DATABAS

1. Simple MySQL Structure (primary table + metadata table
+ a few related tables)

2. Primary Application written in FileMaker Pro (using
ODBC to connect to the back-end MySQL database)
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e 06 Dublin Core - Wikipedia, the free encyclopedia "

M &] [_Q_] [g] @ @] w W en.wikipedia.

org/wiki Dublin Core

Create account & Login

Article Talk Read Edit View history Search Q

Dublin Core

WIKIPEDIA .
The Free Encyclopedia From Wikipedia, the free encyclopedia
The Dublin Core metadata terms are a set of vocabulary terms which can be used to describe resources for the purposes of discovery. The
Main page terms can be used 10 describe a full range of web resources (video, images, web pages, etc.), physical resources such as books and objects like
e artworks.!!] The full set of Dublin Core metadata terms can be found on the Dublin Core Metadata Initiative (DCMI) website.?) The original set of
Z"“":" °°":'“ 15 classic'] metadata terms, known as the Dublin Core Metadata Element Set'“l are endorsed in the following standards documents:
e « IETF RFC 5013 &5
Donate 1o Wikipedia
v Interaction ®
1INCOY I
About Wikipedia ® ®
Community portal
Recent changes 1 Background
Lol 2 Levels of the standard
» Tools 2.1 Simple Dublin Core
) 2.1.1 Example of code
P Prnveport 2.1.2 An example of use [and mention] of D.C. (by WebCite)
+ Languages o 2.2 Qualified Dublin Core
Azarbaycanca 23 Terms
Catala 3 Syntaxes
Cesky 4 Some applications
Deutsch 5 See also
EAANVid 5.1 Related software
Espafol 6 References
Esperanto 7 Further reading
oyl 8 External links
Frangais
#30] Background [edt)
:,":”m "Dublin® refers to Dublin, Ohio, USA where the work originated during the 1995 invitational OCLC/NCSA Metadata Workshop,®) hosted by the
Nederlands Online Computer Library Center (OCLC), a library consortium based in Dublin, and the National Center for Supercomputing Applications (NCSA).
BALE "Core” refers to the metadata terms as "broad and generic being usable for describing a wide range of resources”.'*! The semantics of Dublin
Norsk bokmal Core were established and are maintained by an interational, cross-disciplinary group of professionals from librarianship, computer science, text
Polski encoding, museums, and other related fields of scholarship and practice.
Portugués The Dublin Core Metadata Initiative (DCMI)®! provides an open forum for the development of interoperable online metadata standards for a
Pyccxuit broad range of purposes and of business models. DCMI's activities include consensus-driven working groups, global conferences and

Sloven$&ina workshops, standards liaison, and educational efforts to promote widespread acceptance of metadata standards and practices. In 2008, DCMI



http://dublincore.org

mysql> describe ccodes;

fommmmmm— - fommmmeee - fm———— fo——— e femmmceccccs e s s s s e e +
| Field | Type | Null | Key | Default | Extra |
$mmmmmmmee——- tmmmmmmmm———- tm————- $m——-- tmmmmmmeecccccccee—- $mmmmmmsessccccccccccccccee——- +
| code | char(2) | NO | PRI | | |
| country | char(50) | NO | MUL | I |
| worldclass | tinyint(4p soy, describe worldclass;
| color | char(®) ____________ P R P e D -
| modifytime | timestamy| pje14 | Type | Null | Key | Default | Extra |
T = fommmmmmmmm o fommmmmmmmmee e o mmm e oo +
| worldid | tinyint(4) | NO | PRI | NULL | auto_increment |
| wclass | char(50) | YES | UNI | NULL I |
| mapto | char(5@) | YES | MUL | NULL I I
mysql> describe orgclass; CURRENT_TIMESTAMP |
tommmmmmem————— tommmmmm—e——- fm————— o= Pemmmmmmee e ——— e e L DL L Sl + F ------------------- +
| Field | Type | Null | Key | Default | Extra I
temmmecccccc e femmmencccna. tom———- tom——- b L Ll L e e L L D LD DL +
| orgid | tinyint(4) | NO | PRI | NULL | auto_increment I
| organization | char(50) | YES | UNI | NULL | |
| mpto | Char‘(S@) I ve£C | ll.ll I l.llll I. . 1 I
| modifytime | timestam;"'ysqb describe disciplines;
fmmm———————— fommm————— e e se e e - tem———— fmm—— jemmerecscsce e e e e e DL L e +
| Field | Type | Null | Key | Default | Extra I
tmmmmmmmm———— tommmmmmm————— $o————- t=———- $mmmmmmmecceeee e e e e e L DL LD DL L +
| discid | smallint(6) | NO | PRI | NULL | auto_increment I
| discipline | char(50) I YES | UNI | NULL I I
| master | char(50) | YES | | NULL I I
mysq'l> describe govagenciles-;.nn&n 1 ~Alamnnl AN\ I veC I amn I A1 1 l
Pt PSR I S N — . P D o _TIMESTAMP |
| Field | Type | Null | Key | Default | Extra | B——— &
$ommmmmnecea- temmmmcccccccccccccnea- $mm———- fo———- e L $rmmmmmcccccccccccccccccccnaa- +
| govid | smallint(5) unsigned | NO | PRI | NULL | auto_increment I
| ccode | char(2) | YES | MUL | NULL I I
| agency | char(50) | YES | | NULL I I
| mapto | char(50) | YES | MUL | NULL | I
| modifytime | timestamp | YES | MUL | CURRENT_TIMESTAMP | on update CURRENT_TIMESTAMP |
+ Lt SL LS A e L DL L L L L L e e D L L L +




mysql> describe domains_month_source;

o e - -
| Field | Type | Null | Key
o m e fmm e - -
source int(11) NO MUL
flowdate char(7) NO MUL
gigabytes | double(15,5) | YES
mmmm ettt e - -

3 rows 1n set (0.00 sec)

mysql> describe domains_month_dest;

Fmmmm - e - +-——--

| Field | Type | Null | Key

Fommmmm - mmmmm e mm o === +-===-
dest int(11) NO MUL
flowdate char(7) NO MUL
gigabytes | double(15,5) | YES

F—mm - Fmmmmmm - -

3 rows 1n set (0.00 sec)

------- +
Extra |







mysql> describe ips;

fmmmm e L T T - it e D L P o e +
| Field | Type | Null | Key | Default | Extra I
fmmmmm fmmm e - - o m e o e +
| keyid | int(1@) unsigned | NO | PRI | NULL | auto_increment I
| ip | varbinary(16) | NO | UNI | NULL I I
| ipa | varchar(39) | YES | MUL | NULL I I
| createtime | timestamp | NO | MUL | CURRENT_TIMESTAMP | I
| modifytime | timestamp | NO | MUL | CURRENT_TIMESTAMP | on update CURRENT_TIMESTAMP |
| domainid | int(1@) unsigned | NO MUL | NULL | I
| asnum | 1nt(1@) unsigned | NO | I
| ccode | char(2) | NO | I




mysql> describe ipstext;

ipname
createtime
modifytime
locationid
regioncode
Ccity
postalcode
latitude
longitude
isp
organization
ccode

ipa
domainid
asnum
sbytes
dbytes
minmonth
maxmonth
olddomainid

int(10) unsigned
varbinary(16)
varchar(100)
timestamp
timestamp
int(11)

char(2)
varchar(50)
char(6)
decimal(9,6)
decimal(9,6)
varchar(100)
varchar(100)
char(2)
varchar(39)
int(10) unsigned

1 ) unsigned
bigint(20) unsigned
bigint(20) unsigned
char(7)

char(7)

int(10) unsigned

PRI
UNI
MUL
MUL
MUL

MUL

NULL
CURRENT_TIMESTAMP
CURRENT_TIMESTAMP
NULL
NULL
NULL
NULL
NULL

A

N
N

Note: Can be

) K VaVe « 1

Key into the
ASNUMS table




mysql> describe asnums;

$=mmmmccccccce- e e L
---------------------- et e S e 3
| Field | Type
| Null | Key | Default | Extra |
$rmmmmmm————— e
---------------------- e S S T &
| asnum | int(10)
INO | PRI O | |
| asname | char(80)
| NO | | NULL | |
| ccode | char(2)
| YES | MUL | NULL | |
| bytestoday_s | bigint(20)
| YES | | @ | |
| bytestoday._d | bigint(20)
| YES | | @ | |
| bytesyear_s | bigint(20)
| YES | | @ | |
| bytesyear_d | bigint(20)
| YES | | @ | |
| createdby | char(15)
| YES | | Perl | |
| modifiedby | char(15)
| YES | | Perl | |
| createtime | timestamp
| NO | | CURRENT_TIMESTAMP | |
| modifytime | timestamp
| YES | MUL | CURRENT_TIMESTAMP | on update CURRENT_TIMESTAMP |
| orgclass | enum('Unknown', 'Corporate’, 'Academy of Science','Government', 'University', 'Other')

usgov

| YES | | Unknown | |
enum('DOE", "NASA', "USGS"', 'NIH', "MILITARY', '"NOAA', 'Agriculture', 'NSF', 'Other Federal','State Government

','Local Government') | YES | I NULL | |




mysql> describe ipsdns;

o m o m e e et e e +
| Field | Type | Null | Key | Default | Extra I
tmmmmm—m - L $mm———- - L e L L e e +
| keyid | 1nt(1@) unsigned | NO | PRI | NULL I I
| ipa | varchar(39) | NO | UNI | NULL I I
| dns | varchar(100) | YES | | NULL I I
| createtime | timestamp | NO | MUL | CURRENT_TIMESTAMP | I
| modifytime | timestamp | NO | MUL | CURRENT_TIMESTAMP | on update CURRENT_TIMESTAMP |
tmm - fmmmmm e e ———— fm————- tm———- fmmmmmm e e ———— fmmmmm e e e e e e e e e ————— +
5 rows in set (0.00 sec)
// N
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Flow Tables
' Keep all flows > 100Kbytes in length (but keep

separate disk archive of all argus data)

8

' (~ 99% of traffic; 1% of flow records)
' Keep a trimmed past-24 hetrtable ™
' Monthly Tables since 1999-06

- MySQL MylSAM using Merge tables to
give yearly and total (all) groupings

o M M N

& Process every 5 minutes to load latest
summarized argus data

© Re-engineered (and reloaded) all tables
(repeatedly) after beginning work with
argus




Structure of Flow Tables

mysql> describe flow_today;
Defoult | Extro

int(19) unsigned

int(10) unsigned

int(10) unsigned
protocol tinyint(3) unsigned
port_s smalline(S) unsigned
port_d smallint(S) unsigned
createtine datetime(6)
storttime datetime(6)
endtine datetime(6)
trons int(19) unsigned
bytes bigint(20) unsigned
bytes_s bigint(20) unsigned
bytes_d bigint(20) unsigned
appbytes Digint(20) unsigned
appbytes_s bigint(20) unsigned
appbytes_d | bigint(20) unsigned
pockets int(10) unsigned
pockets. s int(19) unsigned
pockets d int(10) unsigned
retrans int(1P) unsigned
retrons. s int(10) unsigned
retrans_d int(19) unsigned
jitter. s float(9,4) unsigned
jitter d float(9,4) unsigned
tcpret float(9,6) unsigned
ttls tinyint(3) unsigned
ttl d tinyint(3) unsigned
win_s int(19) unsigned
win d int(19) unsigned
hops_s tinyint(3) unsigned
hops_d tinyint(3) unsigned
SOXS2 smallint(3) unsigned
droxsz smollint(3) unsigned
tcpflogs char(®)
tcpopt BOR M Wil S iy Byt Gl Uiyl &)
vienid_ s smalline(S) unsigned
vienid d smal1ins(5) unsigned
dom_s int(10) unsigned
don_d int(19) unsigned
cc_s char(2)
cc d char(2)
as. s int(10) unsigned
as_d int(1P) unsigned
network. s smallint(S) unsigned
networi_d smalline(6) unsigned
router char(2)
appid smalline(S) unsigned
as_prev int(10) unsigned
as_next int(19) unsigned
clossid.s int(11)
Cclassid_d int(1l)
direction amm® =" = S 50"
moc_S smalline(S) unsigned
moc_d smallint(5) unsigned

cuto_inCrenent
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54 roms In set (0.99 sec)




Monthly/Annual Flow Tables

Yala

mysql> show tables like 'flow¥';

Tables_in_pflow (floys

Monthly Flow Tables (MylISAM)

o oaoas Today: ~1 million records/day = 30

flow199903 million record tables
flowl99904
flowl99905
flow199906
flow199997
flowl99908
flowl99909
flowl99910
flowl99911
flow199912
F1ow2000 Annual Flow Table (Merge Table)
flowZooeol
flow200002
flowZ00003
flow200004
flow200005
flow200006
flow200007
flowZ00008
flow200009
flow200010
flow200011
flowzoool2
flow2001
flowz00101
flow200102
flow200103
flowzZ0o104
flow200105
flow200106
flow200107
flow200108
flowz00109
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Summary Tables

© Necessary for querying datapase
& Computed/updated at time" ,
are written (i.e., every 5 mlnutes)

© Have found 3 essential summary
groupings - by country, by asnum and by
domain (institution/facility)



Why?

Raw Flow Data Summary Flow Data

mysql> use pflow;
Database changed
mysql> select count(*) from flowall;

mysql> use sum_domains;
Database changed
mysql> select count(*) from ddall;

1.7

pillion
1 row in set (0.03 secTLGIGYLeS

mysql> use sum_asnums;
Database changed
mysql> select count(*) from ddall;

mysql> use sum_countries;
Database changed
mysql> select count(*) from ddall;




sum_domains, sum_ashums,
sum_countries

Daily Summary Tables  Monthly Summanyiiables,

w

dd2e12

dd201201
dd201202
dd201203
dd201204
dd201205
dd201206
dd201207
dd201208
dd201209
dd201210
dd201211
dd201212
dd2013

dd201301
dd201302
dd201303
dd201304
dd201305
dd201306
dd201307
dd201308
dd201309
dd201310
dd201311
dd201312

mm2012

mmZ201201
mm201202
mm201203
mmZ201204
mm201205
mm201206
mm201207
mm201208
mmZ201209
mm201210
mm201211
mm201212
mm2013

mm201301
mmZ201302
mmZ2@1303
mmZ201304
mmZ2@1305
mm201306
mm201307
mm201308
mmZ2@1309
mm201310
mmZ201311
mmZ201312




sum_countries

mysql> describe ddZ201401,;

mysql> describe mm201401;

source
dest
protocol
appid
bytes
packets
retrans
appbytes
flows
trans
world_s
world_d

+ __________
13 rows in

tinyint(3) unsigned
smallint(5) unsigned
bigint(20)
bigint(20) unsigned
bigint(20) unsigned
bigint(20) unsigned
int(10) unsigned
int(10@) unsigned
tinyint(4)
tinyint(4)

set (0.01 sec)

flowdate
source
dest
protocol
appid
bytes
packets
retrans
appbytes
flows
trans
world_s
world_d

+ __________
13 rows in

char(7)

char(2)

char(2)

tinyint(3) unsigned
smallint(5) unsigned
bigint(20)
bigint(20) unsigned
bigint(20) unsigned
bigint(20) unsigned
int(10) unsigned
int(10) unsigned
tinyint(4)
tinyint(4)




mysql> describe ddZ201401,;

+ — +
I |
I I
I |
| I
| I
I |
I I
I I
I I
| I
+ +
I I
I L}
I |
| I
I I
! I
I |
I |
| I
| I
I |
| I
I I
I I
| I
| |
I I
| I
| |
| I
I I
| |

Field

flowdate
source
dest
protocol
appid
bytes
packets
retrans
appbytes
flows

13 rows in

| Type

int(10)

int(10)

tinyint(3) unsigned
smallint(5) unsigned
bigint(20)
bigint(20) unsigned
bigint(20) unsigned
bigint(20) unsigned
int(10) unsigned
int(10) unsigned
char(2)

char(2)

set (0.01 sec)

+
|

+
I
|
|
I
I
I
I
I
I
I
I
I
I
v

sum_ashums

mysql> describe mmZ201401,;

+ — +
| I
| |
| I
I L}
I |
| I
I I
! I
I |
| |

+ +
| I
I |
| I
I I
I I
| I
| |
I I
| I
| |
| I
I I
I I
I |
I |
| I
| I
I |
| I
I I
I I
| I

Field

flowdate
source
dest
protocol
appid
bytes
packets
retrans
appbytes
flows

int(10)

int(10)

tinyint(3) unsigned
smallint(5) unsigned
bigint(20)
bigint(20) unsigned
bigint(20) unsigned
bigint(20) unsigned
int(10) unsigned
int(10) unsigned
char(2)

char(2)

set (0.00 sec)

+ — - - - - - - — - - — — -+ —




sum_domains

mysqgl> use sum_domains,
Database changed
mysql> describe ddZ201401,;

mysql> use sum_domains;
' Database changed
mysqgl> describe mmZ201401,;

+
I
I
I
I
I
I
|
I
|
I

+
I
|
|
|
|
I
I
I
|
I
I
I
I
|
I
I
|
I
|
|
I
I

| Field | Field
PO ORI .

flowdate
source
dest
protocol
appid
bytes
packets
retrans
appbytes
flows
trans
cC_s
cc_d
org_s
org_d
gov_s
gov_d
disc_s
disc_d
world_s

int(11)

tinyint(3) unsigned
smallint(5) unsigned
bigint(20)
bigint(20) unsigned
bigint(20) unsigned
bigint(20) unsigned
int(10) unsigned
int(10) unsigned
char(2)

char(2)

tinyint(4)
tinyint(4)
tinyint(4)
tinyint(4)
smallint(6)
smallint(6)
tinyint(4)
tinyint(4)

source
dest
protocol
appid
bytes
packets
retrans
appbytes
flows
trans
CEES
cc_d
org_s
org_d
gov_s
gov_d
disc_s
disc_d
world_s

int(11)

tinyint(3) unsigned
smallint(5) unsigned
bigint(20)
bigint(20) unsigned
bigint(20) unsigned
bigint(20) unsigned
int(10) unsigned
int(10) unsigned
char(2)

char(2)

tinyint(4)
tinyint(4)
tinyint(4)
tinyint(4)
smallint(6)
smallint(6)
tinyint(4)
tinyint(4)

+ — - = - - - — - — — — — — - - — — — 4 — %

+
|
|
I
I
I
|
|
I
I
I

+
I
|
I
I
I
I
I
I
I
I
I
I
I
I
|
I
I
|
I
I
I
I

21 rows in set (0.00 sec) 21 rows in set (0.01 sec)
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L)

L)

3

o o

L)

o o

L)

Technologies

Argus as passive monitor (formerly packeteer and then nprobe) running on
top of pf_ring (or freebsd’s netmap or using endace cards)

Mysql and SQLite as underlying database (exploring alternativessnow) along
with BerkeleyDB

Perl/POE/IKC for back-end “cooperative multitasking=server

RunReV’s LiveCode for front-end client developn sed Flvaéh)

(someday this should be html5 apps (7))
Generic Mapping Tools (GMT) for GIS, maps
Gearman as job-queue server (for parallelizing certain tasks)

Memcached as memory cache (speeding up certain data access and
reducing load on mysql server)

ChartDirector for graphics, LaTex for typesetting/report production

(via ODBCQC) for friendly database front-end to MySQL databases

GitHub for source code development/distribution



Discussions

y

\_

Technical
Deployment

~

\
7

-

Shared
Development
Opportunities

J

Future
Development

J




ZeroMQ (+
msgpack)

MySQL and
Sqlite (and
FileMaker/ODBC
as front-end)

Cisco
provided
network gear

Technologies

freeBSD,
macosx, linux

CPAN,

miniCPAN,

Perl / POE
(and farm
Argus concep
RunRev
; MemCache
LiveCode (Redis)
Cisco UCS

Generic
Mapping Tools
(GMT)

Blade Servers

GitHub

ChartDirector

LaTex

Cisco/Intel Xeon
Phi Coprocessor
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“Taj” Measurement/Monitoring Update

2012 Transition to Argus

Picture of GLORIAD/Taj new “nprobe” network
measurement device. Hardware: Dell PowerEdge R410
Server - 8 core intel processor, 10GE Intel Fiber Card (ixgbe
driver). Network utilization and performance measurement
box - at 10G line speed designed to improve and extend
open source nprobe netflow emitter software, emit extended
netflow records including detailed information of packet
retransmissions. Software base: Luca Deri’s nprobe.

ttp://www.qosjenticom/angus;

wé\moved from linuX/pIZringioifreeBSh/netmap

—

Retransmits
GLORIAD No.l Fermilah USA > 10,000 (Extremely High) GLORIADo 1 Korean Education Network Xorea
y High
arr ' Rimsa B > 2000 % (Moderstely High) Equinox Converged Solutions, GB
' Top 25 flows, Statistics = m 0.2 Korea Institute of Scence Technolog.. Korea ) ]'op 25 flows, Statistics = mm Education Network Xorea
B+ 1M P . .A&or}sm(}ﬁfx‘ky,DK W > 1L000% (High) PROVIDER LIR, Russia

> 0.500 % (Moderate)

B > 0100 % (Moderately Low)

» ! A .w)‘..’- 'f'l’:\)g Korea . > 0019 % (Low)
= B > 0.000% (Very Low)

Z v

o Dliﬁmo(&'rur ~Korea |,

/Z Fasshawe Callege of Applrd Aty and,CA
e - N_O5RE7;““- v 1'"

X

LT nholtasentium fuer Schwericee_ Cermarry . = 0 (Nore) .“ —— ;.&numl Politecracs ya s
) SRS tv&__ ')"
v p, | | 1505 US Geological Survey - ERS Duta Cente,USA o8 Komes ATy Cbgéirvatoy, Korea
: Wuhan Botanioal Garden, CAS,China / Eam—— L~ ]
P . No.7 Secel Natioral Uréversty Kocea . { . No.7 KRNIC Naticral Interret Developmernt Agen jjorea
» ! Vilréud Univessity, LT g B per scaTeD Bock L
\ ’ . N8 Seod National University, Korea, Koeea C Sat 4 No.8 KRNIC Naticoal Irterret Developesent Agen Korea
\ i" Fondation RESTENALY il University of TwenteNL

n No.9 Natioeal Aeronautios and Space Admin. USA No.® National Asrorautics and Space Admin. USA
Center for Space Sciences & Applied Rese,China Center for Space Sciences & Appled Rese,Chira

. No.10 NASAUSA e No.10 KRNIC Natioral Internet Development Agen, Koeea
Shanghad Astronomical Observatory, CAS Chira Lund Universty S

The two screenshots above illustrate data generated from the Taj project’s “nprobe” boxes deployed in Chicago and Seattle. The first
illustrates top flows on the network; the second illustrates large flows suffering from poor performance (i.e., high packet retransmits). This
data was formerly generated from GLORIAD’s packeteer system (limited to 1 Gbps circuit capacity).



http://www.qosient.com/argus/

Near-future GLORIAD-US Deployment of Argus

, |
- R - Seattle‘f—p&r -10 fc.)‘.u er‘. . i icago orce=iORouter
B - : > 2 (/’/ﬁ , (,/“” , - -

> "= {0C PAN port ey, || Brave
CHICAGO ARGUS NODE

SEATTLE ARGUS NODE

DELL R410 servers -
1) Processors - 2 x Intel xeon

DELL R410 servers -
1) Processors - 2 x Intel xeon

X55670, 2.93GHz (Quad cores) ' . LN X55670, 2.93GHz (Quad cores) y =
2) Memory -8 GB (4 x 2GB) ) ‘t ‘ 2) Memory -8 GB (4 x 2GB)
UDDIMMs -— > UDDIMMs
3) Hard drive - 500GB SAS 3) Hard drive - 500GB SAS
4) Intel 82599EB 10G NIC - - 4) Intel 82599EB 10G NIC _—
5) OS - FreeBSD 9.1 Ira e ' ‘- : 5) OS - FreeBSD 9.1

6) modified for NETMAP -

6) modified for NETMAP : 111 |

7) running argus daemon sending - < e LA B —\ /) running argus daemon sending —
data to radium server in Knoxville Sub Labe Cin - — S i - data to radium server in Knoxville
Big'Farm of Cisco-providete™
. g Farm o1 LISCO=Pro Ut -
™ 2 Iy T -y &£ " &
»-Local Storage == T : .
. B

 Local’Analysis H | ardware

nuch more capacity

!

« Ability to handle

|y i
Parallel.l@_at_;al

----




Why all this power?

g Preparing the:data for this Packet Loss, 5/1/2012 - 7/26/2012
graph from 250G argus archive
(which helped a large
iInternational R&E network
systemically address a huge
performance problem) took me
3 days with our current setup

* We want any of our partners
to be able do this in 3 minutes
(or less)

* We want “room” to better
research the area of
performance, operations and
security analytics with our
international partners



But we’re still designing for lesser
needs as well (targeting single 1G and
10G networks)

MacOSX Linux
FreeBSD



Current Process

sqlite
archive of
top users (10
seconds)

racluster
process

Chicago
Argus
Node

3 Mbps stream

Knoxville
Radium
Server

A"y

Applications

rastream
process (5
minutes)

(~300 millic
recs / day

Seattle
Argus
Node

3 Mbps stream

Additional
“ad hoc”

processing




New Process

mysq|
archive of
top users (10
seconds)

racluster
process

Chicago
Argus
Node

3 Mbps stream

Knoxville
Radium
Server

rastream
process (5
minutes)

YOI
archive (.o

million recs

Seattle
Argus
Node

3 Mbps stream

Additional
“ad hoc”
processing




New Process

(Dec/2012-Jan/2013)

User Tools for Analysis, Operational Support and Visualization

dvNOC GloTOP GLOEarth Ticketing System

! ! {

“Farm” of Perl/POE/IKC Daemons Near-Realtime Analy

NNIC ArnAahinin DAA DAarfArmmAre I inl, ArAahins DMPD AnAahincia = . INPAND ANAAahinia

PITPIUITLITIT LI T

32 core Cisco Blade Server (freeBSD) with 128G RAM, 5T RAID storage

i

Arqus Data (from Arqus Nodes to a Core Radium Collector)

{ T

Arqgus Nodes (for GLORIAD currently, Chicago and Seattle)




More detalil ..

 Built with Runrev LiveCode

» Multi-platform (Mac, Windows, Linux, iOS, Android)

* Event-driven, graphic/media rich applications

e Liser Tools for Analysis and Visualize
dvNOC GloTOP GLOEarth

A A

ir ¥ i

“Farm” of Perl/POE/IKC Daemons Near-Realtime Anaytics and Local Storage of Data

“Tf\n I Iﬂl\’ﬁ” nklc Av\f\l\lﬂ:l‘! Dﬂfl Df\P‘f\PmﬂPﬂ I :nll AHF\I\I*:AI‘! DDD Anﬁl\lﬁ:ﬁ . . - |r\nﬂD Anﬂl\lﬂ:ﬂ ennn Annh'n:n

PINTTUTTTTI I LT T T T INN  l TL

\  Perl POE event-loop, event-driven programming for “cooperative multi-tasking”
* IKC for inter-kernel communications between “animals”
» Daemonized (fast)
» Use MySQL (or any other) for long-term storage; SQLlite for local (fast) in-memory database
« Each “animal” on the “farm” is autonomous and very specialized

* Most read from a single argus RABINS stream



All of the software, tools,

data specifications, etc. are bein
“Github’d”

(right thing to do (argu
sqglite are all open)

and

we want people to help us ..)



GLORIAD github

@ Search or type a command Explore Gist Blog Help - glogithub [ ¥ P

(8 Repositories M Public ty # Edit Your Profile

GLE@RIAD

Filter glogithub's repositores...

glorepo

:
_

glogithub

@ Search of type a command © Explore Gist Blog Help —glogitud B X P

glogithub / glorepo I Pull Request G5 Watch * Star P Fork

Code

' Clone in Mac <;> ZIP HTTP SSH Git Read-Only https://glithub, com/gloglthub/glorepo.git

p Files

glorepo / [+
3
w glogithub
16 minutes ago
4 minutes ago
16 minutes ago

We recommend 10 this repository. Visit gthubVmarkup for details on what formats we support




ZeroMQ is huge part of our future

Multithreading Magic - zeromq

# | » @ zeromg.org > B der O
— 23 Font+ Fomt- gmtperl ZFSRaidz WebCams UpgradeTivo Backblaze Blog The Genesis Block Slingbox Momondo TasicKensho RT  Reverse IP LiveCode-user »
Unix find ZeroMQ runming Multithre Domino® Interview Top Sites Top Sites The CMY Problem: L

reate accoumt or Sign

OMQ

Multithreading Magic

Written: 2010.04.23
Revised: 2012.02.7

AbStraCt If you found this page useful, please rate it
up SO others will find it.

In this article Pieter Hintjens and Martin Sustrik examine the difficuities of building concurrent

(multithreaded) applications and what this means for enterprise computing. The authors

argue that a lack of good tools for software designers means that neither chip vendors nor

large businesses will be able to fully benefit from more than 16 cores per CPU, let alone 64

or more. They then examine an ideal solution, and explain how the OMQ framework for

concurrent software design is becoming this ideal solution. Finally they explain OMQ's origins,

and the team behind it.

Going multi-core
Development
Until a few years ago, concurremt programming was synonymous with high-performance
computing (MPC) and muiltithreading was what a word processor did to re-paginate a
document while also letting you edit it. Multi-core CPUs were expensive and rare, and limited
to higher-end servers. We achieved speed by getting more and more clock cycles out of
single cores, which ran hotter and hotter.,

Today, multi-core CPUs have become commodity items. While clock speeds are stable at
around 2-3GHz, the number of cores per chip is doubling every 18-24 months. Moore's Law
still applies. The spread of multi-core CPUs out from the data centre will continue so that
netbooks and portable devices come with 2 or 4 cores and top-end server CPUs come with 64
cores. And this growth will continue, indefinitely,

Several factors drive this evolution. First, the need for CPU producers to compete, Whether or

Join Wlkl not we can use the power, we prefer to buy more capacity. Second, hitting the clock cycles
ceiling, CPU designers have found muilti-core to be the next way of scaling their architectures
and offering more competitive products. Third, at the low end, the spread of multitasking
operating systems like Android mean that those additional cores can immediately translate
into performance. And lastly, at the high end, the high cost of a data centre slot for a blade
computer (estimated by one investment bank at $50,000 per year) pushes users to demand
more cores per blade

http://zeromq.org/whitepapers:multithreading-magic



http://zeromq.org/whitepapers:multithreading-magic
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RT for gloriad.org Logged in as gcole | Logout
( New ticket in I | search

Found 13 tickets
New Search - Edit Search - Advanced - Show Results - Bulk Update

Home

Simple Search
Tickets

Tools
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Requestors

Status
Created
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Queue
Told

Owner
Last Updated

Dramatic Increase in Observed ASnums incoming from CSTnet network.

rool@n.gloriad.org

Retransmits 1.66 % on Internet2 -> CSTnet flow of 51,928,896 bytes
rool@n.goriad.org

Dramatic Increase in Observed ASnums incoming from CSTnet network.

roo1@n.gioriad.org

New AS Number: AS 15270 - not seen in at least 365 days
rool@n.goriad.org

High Retransmits on Link CSTnet. Retransmit % is currently 1.53 %
roo1@n.gioriad.org

CRITICAL: Likely Link Fallure of KREOnet2 network.
roo1@n.giorad.org

High Retransmits on Link RBnet. Retransmit % is currently 0.95 %
roo1@n.gioriad.org

High Retransmits on Link CSTnet. Retransmit % is currently 1.24 %
roo1@nm.gloriad.org

Retransmits 1.97 % on Internet2 -> CSTnet flow of 52,491,377 bytes
roo1@n.gioriad.org

Retransmits 1.50 % on Internet2 -> CSTnet flow of 50,888,232 bytes
roo1@n.gorad.org

High Retransmits on Link RBnet. Retransmit % is currently 0.76 %
roo1@n.gloriad.org

Retransmits 1.61 % on NLR -> CSTnet flow of 54,610,438 bytes
roo1@n.goriad.org

High Retransmits on Link CSTnet. Retransmit % is currently 0.75 %
rqq)@ n.gorrs.gdr.org

' Don't refresh this page.

“REQUEST TRACKER”

new
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new
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new
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new
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new
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new
29 hours ago

new
23 hours ago

new
27 hours ago

new
17 hours ago

new
14 hours ago

new
14 hours ago

new
13 hours ago

new

2 nours ago

USNetOps
USNetOps
USNetOps
USNetOps
USNetOps
USNetOps
USNetOps
USNetOps
USNetOps
USNetOps
USNetOps
USNetOps

USNetOps

Nobody
30 hours ago

Nobody
30 hours ago

Nobody
289 hours ago

Nobody
23 hours ago

Nobody
29 hours ago
Nobody
29 hours ago

Nobody
29 nours ago

Nobody
27 hours ago

Nobody

17 hours ago

Nobody
14 hours ago

Nobody
14 hours ago
Nobody
13 hours ago

Nobody
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Performance Monitoring
(in (near) real-time)
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New GloTop Application

LERIAD

Current Top Users
United States

Time Period (US East Coast): 2012-08-24 21:50:10 - 2012-08-24 21:50:16

Funded by the US National Science Foundation

Source Institution

Dest Institation

Bytes

Bandwidth Packets Packet Loss

NCBL'US NLM (Bethesda, United States)

The University of Hong Kong (Central District, Hong Kong)
NCBI/'US NLM (Bethesda, United States)

Oregon State System of Higher Education (Corvallis, United States)
Colorado State University (Fort Collins, United States)

National Library of Medicine (Bethesda, United States)

Nanvang Technological University, Ce... (Singapore)

Seoul National University (Seoul. Korea (South))

Natiwonal University of Singapore (Singapore, Singapore)
Microsoft Corporation (United States)

I'he Pennsvylvania State University ( State College, United States)
Vanderbilt University (Nashville, United States)

National University of Singapore (Singapore, Singapore)
University of California, San Diego (La Jolla, United States)
Internet Systems Consortium (Redwood City, United States)
National University of Singapore (Singapore, Singapore)
Georgetown University (Washington, United States)
Nanvang Technological University, Ce... (Singapore, Singapore)

National Oceanic Atmospheric Administr ( Boulder, United States)

Internet Archive (San Francisco, United States)

Shanghai Institute for Biological Scienc (Shanghai, China)
University of California, Santa Cruz (Santa Cruz, United States)
Agency for Sci, Tech Research (Singapore, Singapore)
National University of Singapore (Singapore, Singapore)
Institute of Atmospheric Physics, CAS (Beljng. China)
National University of Singapore (Singapore. Singapore)

Rice University-Sesquinet (United States)

Georgia Institute of Technology (Atlanta, United States)
University of Pennsvivania (Philadelphia. United States)
National University of Singapore (Singapore)

Nanvang Technological University, Ce... (Smgapore, Sigapore)
Korea Advanced Institute of Science ... (Daejeon, Korea (South))
Femple University (Philadelphia. United States)

China Science Technology Network (Shanghai, China)

Hubeil Medical University { Wuhan, China)

Lawrence Livermore National Laboratory (Livermore, United State
Nanvang Technological University (., Singapore)

SD Supercomputer Center (San Diego, United States)

Institute of Atmospheric Physics, CAS (Bejing. China)

The Noor Group (Cairo, Egypt)

60.2 MB
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7.2MB
54MB
5.2MB
43 MB
3. 7TMB
35MB
J5MB
3. 0MB
3. 0MB

3 MB
.JMB
.7 MB
1.5MB
1.4 MB
1.4 MB
1.1 MB
976.1 KB

962.3 KB

96.3 Mbps 0.0°

7.5 Mbps 04%
11.4 Mbps 0.0 %
8.6 Mbps 244%
8.3 Mbps
3.4 Mbps

3.0 Mbps

0.0 %
0.0%
0.0 %
2.8 Mbps 0.0 %

2.8 Mbps
24.4 Mbps

4.8 Mbps

4.5 Mbps

1.3 Mbps

4.4 Mbps

1.2 Mbps

1.1 Mbps

2.2 Mbps
905.6 Kbps

1.6 Mbps
855.4 Kbps
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CLORIAD's monitoring system buillds on all open-source tool

MySOL, Perl and Argus




Kibana 3

New ElasticSearch Services
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Better define WAN to LAN cybersecurity;

turn this into a global community effort



e )

e )
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e )

dvNOC System

Joint effort by US, China, Korea, Nordlc teamsy(and,
now, new GLORIAD/Taj partners)

Based on solid measurement In%structure,
iInformation management and inférmation sharing

Fueled by the open-source Argus system of flow
monitoring (5 second updates on all flows, 200-400
million flow-records/day; handles multi-G flow rates
with room to spare)

Focused on (1) understanding utilization, (2)
iImproving performance systemically, (3) ensuring
appropriate use, (4) distributing (decentralizing)
operations and management of R&E networks
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Summary

Work builds on efforts since 1999

Argus has offered us a huge number of
advantages over our previous technologies
(and we're still beginners wm\ It)

Data management problem is difficult but
solvable

We hope to encourage an open global,
community effort to deploy common
standards and tools addressing metrics for
R&E network performance, operations and
securitv



Final

© Wanted

© Partners/ideas on sharing maintenance ofa
global geo/infrastructure database

% ldeas for improvements
¢ Data Sharing

© We share at domain (institution) level

© Glad to talk about other needs/possibilities
(we have good R&E network utilization data

back to 1999; full argus archive since July
2012)
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gcole@gloriad.org



