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GLORIAD 
Measurement and Monitoring System

or how do we get (meaningful/useful/actionable information) 
from ... 

for sustaining and operating a global high-speed research & education network



Presentation Objectives

Not selling anything ..  
Not looking for money ..  
Looking to share and explore ideas .. 
Looking for partners to build and promote 
open networks for global science, 
education and medical collaboration ..  
Looking for best ideas for analyzing and 
visualizing tons of argus data 



Schedule .. 

 5m: introduction and demonstrations 
 5m: GLORIAD 
20m: Technical map



The GLORIAD Science & Education Network

Partners: SURFnet, NORDUnet, CSTnet (China), e-ARENA (Russia), KISTI (Korea), CANARIE (Canada), SingaREN, 
ENSTInet (Egypt), Tata Inst / Fund Rsrch/Bangalore Science Community, NAv6 (Malaysia), NLR/Internet2/NLR/NASA/
FedNets, CERN/LHC 

Sponsors:  US NSF ($18.5M 1998-2015), Tata ($6M), USAID ($3.5M 2011-2013) all Intl partners (~$240M 1998-2015) 

History: 1994 US-Russia Friends and Partners; 1996 US-Russia Civic Networking; 1997 US-Russia MIRnet; 2004 GLORIAD; 
2009 GLORIAD/Taj; 2011 GLORIAD/Africa; 2013 GLORIAD/Malaysia



Demo

32 core Cisco Blade Server (freeBSD) with 128G RAM, 5T RAID storage

“Farm” of Perl/POE/IKC Daemons Near-Realtime Analytics and Local Storage of Data
“Top Users” DNS Analysis Bad Performers Link Analytics BGP Analysis ICMP Analysis Scan Analysis ...

Argus Nodes (for GLORIAD currently, Chicago and Seattle)

Argus Data (from Argus Nodes to a Core Radium Collector)

...

dvNOC ...GloTOP GLOEarth Ticketing System NOC Access

User Tools for Analysis, Operational Support and Visualization



But First .. 
Thank you

QoSient, LLC

Harika Casey Angel



Global Ring Network for Advanced 
Applications Development (GLORIAD)

A coopera t i ve  R&E ne twork  r ing ing  the  
nor thern  hemisphere  l i nk ing  sc ien t i s ts ,  
educa to rs  and  s tuden ts  in  Russ ia ,  USA,  
Ch ina ,  Korea ,  Ne ther lands ,  Canada ,  the  
Nord ic  coun t r ies ,  Ind ia ,  Egyp t ,  
S ingapore  –  and  o thers  w i th  spec ia l i zed  
ne twork  se rv ices ;  co - funded ,  co -
managed by  a l l  i n te rna t iona l  pa r tners  

Co l labora t i ve  In te rna t iona l  P rogram to  
Deve lop /Dep loy  advanced  
Cyber in f ras t ruc tu re  be tween  par tner ing  
coun t r ies  (and  o thers )  as  e f fo r t  to  
expand  sc ience ,  educa t ion  and  cu l tu ra l  
coopera t ion  and  exchange  

Fo l low-on  to  NSF- /Russ ian  MinSc i -
Funded  MIRnet  and  NaukaNet  p rograms 
(To ta l  NSF $18 .5M,  1998-2015 ;  
In te rna t iona l :  ~$240M) .   Par t  o f  b roader  
NSF Program ca l led  In te rna t iona l  
Research  Network  Connec t ions .   

S ta r ted  f rom a  s ing le  ema i l  . .  



GLORIAD: The Movie

Produced by Korean partners at KISTI
Since production of this movie, GLORIAD has welcomed new partners!

in NORDUnet (Norway, Denmark, Finland, Iceland, Sweden), Egypt, 
Singapore and India



Why High Speed Networking? (from 1996)
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from Friday night until Monday morning..  50 Megabyte file .. )



Why High Speed Networking? 



Research and Education 
Networking?

Early* NSF vision of R&E networking

*1992, by Donna Cox and Bob Patterson of NCSA



Advanced R&E networking today

FROM: HTTP://WWW.GLIF.IS/PUBLICATIONS/MAPS/GLIF_8-08_640X368.MOV
*2008, by Maxine Brown, Bob Patterson, TransLight/StarLight, NCSA, GLIF

http://www.glif.is/publications/maps/GLIF_8-08_640x368.mov


The Internet’s Undersea World

http://image.guardian.co.uk/sys-images/Technology/Pix/pictures/2008/02/01/SeaCableHi.jpg

http://image.guardian.co.uk/sys-images/Technology/Pix/pictures/2008/02/01/SeaCableHi.jpg


This stuff is not entirely new ..

http://en.wikipedia.org/wiki/File:1901_Eastern_Telegraph_cables.png

First Transatlantic cable - August 5, 1858 

First Message: "Glory to God in the highest; on earth, 
peace and good will toward men." 

President James Buchanan to Queen Victoria: "it is a 
triumph more glorious, because far more useful to 
mankind, than was ever won by conqueror on the field of 
battle. May the Atlantic telegraph, under the blessing of 
Heaven, prove to be a bond of perpetual peace and 
friendship between the kindred nations, and an 
instrument destined by Divine Providence to diffuse 
religion, civilization, liberty, and law throughout the world." 

Next morning, NYC 100 guns salute, streets decorated, 
church bells, city illuminated at night, etc.  

Three weeks later, engineer applied excessive voltage .. 
fried the entire link .. (destroyed investor confidence; next 
cable not operational for almost 10 years)

http://en.wikipedia.org/wiki/File:1901_Eastern_Telegraph_cables.png


GLORIAD History
1994 - Started “Friends & Partners” on-line community network 

1995 - Started KORRnet and Russian Civic Networking Projects 

1997 - Started MIRnet US-Russia high speed science network 

2001 - Moved to NCSA, University of Illinois 

2002 - Upgraded MIRnet to 45 Mbps 

2003 - Upgraded MIRnet to 155 Mbps 

2004 - Added China/CSTnet! Launched “Little-GLORIAD” as first R&E network ring 
around the world (US-Russia-China - 155 Mbps) 

2004 - Moved project back to ORNL/UT (JICS) with new 5-year NSF Funding 

2005 - Added Korea (10G!), Netherlands (Europe exchange), Canada (transit NA) 

2006 - Added Nordic countries (re-established direct US-Nordic ties) 

2009 - Started Taj project (Stimulus funds) 

2010 - New 5 year NSF Funding 

2011 - GLORIAD-Singapore Launched; New USAID Funding for GLORIAD in Africa 

2011 - December - GLORIAD Egypt Launches 

2012 - January - Hong Kong Workshop; June - GLORIAD India Launched 

2012 - August - APAN - GLORIAD Agreement 

2013 - October - Visits to Qatar and Malaysia



“Little GLORIAD” January 12, 2004 
Beijing



Infrastructure Improvements: 2009 to 2012 
Taj Project ($2.2M US Stimulus Funds + $11M intl match)

China Graph: 2011-03-06

Russia Graph: 2011-03-06

GLORIAD/SingaREN!
SingLight Exchange!

Singapore

Singapore Graph: 2011-03-06

BixLight
Egypt

PacWave Graph: 2011-03-06

StarLight Graph: 2011-03-06

Operational June 2012 
Single flows > 2 Terabytes so far

President Barak Obama: “We will create a new online network 
so that .. young person in Kansas can communicate instantly  

with  a young person in Cairo .. “  
June 4, 2009, Cairo, Egypt

• Delivered December 12, 2011 

• Egyptian Government paying all costs 

• 1.2G to Amsterdam; 622M to Chicago 

• Saturation tested; carrying production 

traffic



Key word in 
GLORIAD:  

Applications



The Driver: Science, Education and Medical 
Applications (Sample: US-Malaysia/Indonesia)



Video-Conferencing



Bio/medical Apps

Korea-Nordic Live Surgical Procedure, 1 Gbps Video



8K Video Streaming (70 Gbps)



Proposed SKA 
configuration in  
Southern Africa 

Credit: Bernard Fanaroff and TerraForma/SuW



Benefits to Global Partners
Scientists, educators and students are able to: 

participate in thousands of simultaneous video-conferences; 
engage in distance learning, remote seminars, etc.  

exchange enormous (terabyte-size) data sets 

share advanced cyberinfrastructure (supercomputers, etc.) in 
other parts of the world 

utilize advanced visualization and immersive technologies 
(such as 3d caves, etc.) 

utilize remote scientific instrumentation - telescopes, 
microscopes, seismic instruments, etc.  

engage more easily and more regularly with peers throughout 
the world 

build ever more capable internal cyberinfrastructure



GLORIAD?

Many ways of defining .. 



in terms of Sponsorship ..

One o f  the  NSF IRNC Pro jec ts  (2010-2015)  
Fo l low-on  to  NSF- /Russ ian  MinSc i -Funded  MIRnet  and  NaukaNet  p rograms  

(To ta l  NSF $18 .5M,  1998-2015 ;  In te rna t iona l :  ~$240M)



in terms of a very small but committed community .. 



in terms of an even smaller (and highly committed) 
US team .. 



in terms of Technical Operations

Internet2
National 

LambdaRail 
(NLR)

DOE ESnet

Federal 
Research 

Networks (NIH, 
USGS, NOAA, 

etc.)

NASA 
Networks

Southern 
Light RAil



in terms of the International Infrastructure (circuits) .. 

Partners: SURFnet, NORDUnet, CSTnet (China), e-ARENA (Russia), KISTI (Korea), CANARIE (Canada), SingaREN, 
ENSTInet (Egypt), Tata Inst / Fund Rsrch/Bangalore Science Community, NLR/Internet2/NLR/NASA/FedNets, CERN/LHC 

Sponsors:  US NSF ($18.5M 1998-2015), Tata ($6M), USAID ($3.5M 2011-2013) all Intl partners (~$240M 1998-2015) 

History: 1994 US-Russia Friends and Partners; 1996 US-Russia Civic Networking; 1997 US-Russia MIRnet; 2004 GLORIAD; 
2009 GLORIAD/Taj; 2011 GLORIAD/Africa

“No GLIF no GLORIAD” 

Present and 

Future



in terms of total traffic... 



in terms of the customers ... 



in terms of the numbers ... 

14.8 million IP addresses routed across 
GLORIAD infrastructure since beginning 
1.7 billion flow records (large flows) since 
beginning 
300 million flow update records (argus) 
daily  
6 Terabyes - 18 Terabytes per day



in terms of the 
science 

applications
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FermiLab (Chicago)

See:  http://www.fnal.gov/


Host name 
*.fnal.gov 
Country 
United States  
Country Code 
US 
Region 
Illinois 
City 
Batavia 

#1 largest provider of 
data across 
GLORIAD (~270 
Terabytes in 2010)

Fermi National Accelerator Laboratory advances the understanding of the 
fundamental nature of matter and energy by providing leadership and resources for 
qualified researchers to conduct basic research at the frontiers of high energy 
physics and related disciplines. 	



http://eosweb.larc.nasa.gov/HPDOCS/datapool/datapool.ftp.readme.txt
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USGS MODIS Repository of Earth Satellite Imagery

See: http://modis.gsfc.nasa.gov/


Host name 
e4ftl01.cr.usgs.gov 
Country 
United States  
Country Code 
US 
Region 
South Dakota 
City 
Sioux Falls MODIS (or Moderate Resolution Imaging Spectroradiometer) is a key instrument aboard the Terra (EOS AM) 

and Aqua (EOS PM) satellites. Terra's orbit around the Earth is timed so that it passes from north to south across 
the equator in the morning, while Aqua passes south to north over the equator in the afternoon. Terra MODIS and 
Aqua MODIS are viewing the entire Earth's surface every 1 to 2 days, acquiring data in 36 spectral bands, or 
groups of wavelengths (see MODIS Technical Specifications). These data will improve our understanding of 
global dynamics and processes occurring on the land, in the oceans, and in the lower atmosphere. MODIS is 
playing a vital role in the development of validated, global, interactive Earth system models able to predict 
global change accurately enough to assist policy makers in making sound decisions concerning the 
protection of our environment.	



!#2 largest provider of 
data across 
GLORIAD (~75 
Terabytes in 2010)

http://eosweb.larc.nasa.gov/HPDOCS/datapool/datapool.ftp.readme.txt
http://terra.nasa.gov/
http://aqua.nasa.gov/
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Hycom National Ocean Partnership Program

See:  http://www.hycom.org/


Host name 
tds.hycom.org 
Country 
United States  
Country Code 
US 
Region 
Florida 
City 
Tallahassee 

#3 largest provider of 
data across 
GLORIAD (~21 
Terabytes in 2010)

The HYCOM consortium is a multi-institutional effort sponsored by the National 
Ocean Partnership Program (NOPP), as part of the U. S. Global Ocean Data 
Assimilation Experiment (GODAE), to develop and evaluate a data-assimilative 
hybrid isopycnal-sigma-pressure (generalized) coordinate ocean model (called 
HYbrid Coordinate Ocean Model or HYCOM).	



!

http://eosweb.larc.nasa.gov/HPDOCS/datapool/datapool.ftp.readme.txt
http://www.hycom.org/component/weblinks/44/7
http://www.hycom.org/component/weblinks/44/8
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National Center for Atmospheric Research

See:  http://www.ucar.edu/


Host name 
dsspub.ucar.edu 
Country 
United States  
Country Code 
US 
Region 
Colorado 
City 
Boulder 

#4 largest provider of 
data across 
GLORIAD (~20 
Terabytes in 2010)

The National Center for Atmospheric Research (NCAR) is a federally funded 
research and development center devoted to service, research and education in the 
atmospheric and related sciences. NCAR’s mission is to understand the behavior of 
the atmosphere and related physical, biological and social systems; to support, 
enhance and extend the capabilities of the university community and the broader 
scientific community – nationally and internationally; and to foster transfer of 
knowledge and technology for the betterment of life on Earth. The National Science 
Foundation is NCAR's primary sponsor, with significant additional support provided 
by other U.S. government agencies, other national governments and the private 
sector.  

http://eosweb.larc.nasa.gov/HPDOCS/datapool/datapool.ftp.readme.txt
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Climate Diagnostics Center (NOAA)

See:  http://www.research.noaa.gov/climate/climate_cdc.html


Host name 
ftp.cdc.noaa.gov 
Country 
United States  
Country Code 
US 
Region 
Colorado 
City 
Boulder 

#8 largest provider of 
data across 
GLORIAD (~11 
Terabytes in 2010)

The Climate Diagnostics Center (CDC) in Boulder, Colorado advances 
understanding and predictions of climate variability through a vigorous research 
program, emphasizing state-of-the-art diagnostic techniques, directed at identifying 
the causes and potential predictability of important climate phenomena. Examples 
of phenomena that are foci for CDC research include major droughts and floods, the 
El Niño - Southern Oscillation and its global impacts, and decadal to centennial 
climate variations. CDC also performs extensive intercomparisons of observational 
and climate model data, an activity which is essential to improving NOAA's climate 
models and forecasts. CDC is also a major participant in the Western Water 
Research Initiative. 	



 

http://eosweb.larc.nasa.gov/HPDOCS/datapool/datapool.ftp.readme.txt
http://www.cdc.noaa.gov/research.html
http://www.cdc.noaa.gov/Drought
http://www.cdc.noaa.gov/ENSO
http://cires.colorado.edu/wwa
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National Center for Biotechnology Information (NCBI) 

See: http://www.ncbi.nlm.nih.gov/


Host name 
ftp.wip.ncbi.nim.nih.gov 
Country 
United States  
Country Code 
US 
Region 
Maryland 
City 
Bethesda 

The National Center for Biotechnology Information advances science and health by 
providing access to biomedical and genomic information.  Popular database 
resources include:  BLAST, Bookshelf, Gene, Genome, Nucleotide, OMIM, Protein, 
PubChem, PubMed, PubMed Central, SNP

12th largest provider 
of data across 
GLORIAD (~9 
Terabytes in 2010)

http://eosweb.larc.nasa.gov/HPDOCS/datapool/datapool.ftp.readme.txt
http://blast.ncbi.nlm.nih.gov/
http://www.ncbi.nlm.nih.gov/books/
http://www.ncbi.nlm.nih.gov/gene/
http://www.ncbi.nlm.nih.gov/genome/
http://www.ncbi.nlm.nih.gov/nucleotide/
http://www.ncbi.nlm.nih.gov/omim/
http://www.ncbi.nlm.nih.gov/protein/
http://pubchem.ncbi.nlm.nih.gov/
http://www.ncbi.nlm.nih.gov/pubmed/
http://www.pubmedcentral.nih.gov/
http://www.ncbi.nlm.nih.gov/snp/


Atmospheric Science Data Center, NASA

See: http://eosweb.larc.nasa.gov/GUIDE/
campaign_documents/misr_ov2.html


Host name 
l4ftl01.larc.nasa.gov 
Country 
United States  
Country Code 
US 
Region 
Virginia 
City 
Hampton 

Multi-angle Imaging 
SpectroRadiometer (MISR)

MISR provides new types of information for scientists studying Earth's climate, 
such as the regional and global distribution of different types of atmospheric 
particles and clouds on climate. The change in reflection at different view angles 
combined with stereoscopic techniques enables construction of 3-D models and 
estimation of the total amount of sunlight reflected by Earth's diverse environments.

23rd largest provider 
of data across 
GLORIAD (~5 
Terabytes in 2010)
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Genomics Data Transit: GLORIAD
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NOAA Use of GLORIAD



in terms of the science 
“success stories”



Note: it’s not all about “big 
science”

We expect to see more and more “big 
discoveries” come from “little science” 
players (i.e., “citizen science” (ex: open 
source drug discovery program in India), 
student collaborations, etc.) connected 
with solid infrastructure 
Young-people-led initiatives (with good 
access to infrastructure) have been quite 
transformative (www, mosaic, google, 
facebook, etc.)

(“aim at connecting the students; the scientists will be connected too”)



GLORIAD
GLORIAD is a loose-knit trust community of individuals 

sharing core values about the value of open networking and 
committed to building and cooperatively managing leading-

edge information and communications infrastructure 
connecting scientists, educators and students in a ground-

level, bottom-up approach - to facilitate shared work on 
challenges common to all cultures in virtually all domains of 

science, education, health care and infrastructure.  It is 
community-born, community-driven and community-led – 

always changing, ever evolving, chaotic, synergistic, 
center-less, tolerant, informal, but intensely purposeful – 

standing on the shoulders of and building on the good work 
of those who gave the world a common Internet 

infrastructure.  
Think “ecosystem” instead of organization.   



GLORIAD 
Measurement and Monitoring System

or how do we get (meaningful information) from ... 

for a global high-speed research & education network



Remainder of Presentation
During the past year, GLORIAD has been working on a new system for 
measuring and monitoring global network infrastructure focused less on "links" 
and more on addressing needs of individual users.  To accomplish its goal of 
actively improving global infrastructure for individual customers, the new system 
is designed to:  

(1) understand the network needs and requirements of a global customer base 
by actively studying utilization; (2) identify poor performance of individual 
applications by constantly (and in near-real-time) analyzing information on such 
per-flow metrics as load, packet loss, jitter and routing asymmetries; (3) mitigate 
poor performance of applications by identifying fabric weaknesses (4) build richly 
visual analysis applications such as GLORIAD-Earth and the new GloTOP to 
help make sense of the enormous volume of data.  

To realize this new model of measurement and monitoring (focused less on links 
and more on individual customers), GLORIAD has recently moved from its old 
flow-based system (used since 1998 and storing approximately 1 million records 
per day) to a new, much more detailed system – collecting, storing and analyzing 
200-400 million network utilization records per day – based on deployment of 
open-source Argus software (www.qosient.com/argus).     The talk will focus on 
the benefits and the technical challenges of this new and actively evolving work.

http://www.qosient.com/argus


GLORIAD Metrics 

Utilization
Performance

Operations
Security

(“you can’t manage [or improve] what you can’t measure”  
– quoting a wise NSF program official))

(“it’s all about improving ‘situational awareness’ and 
instrumenting towards that goal” )



TECHNOLOGIES

Argus (with netmap ring buffer)!

“Modern Perl”/POE (asynchronous non-blocking 
cooperative multi-tasking services; enterprise service 
bus) (could be C, Python, Ruby, etc.)!

Database (MySQL (MariaDB?), SQLite)!

RunRev LiveCode (Multiplatform, media-rich client 
development)!

ElasticSearch



TECHNOLOGIES 
(CONTINUED)

ZeroMQ (Powerful messaging library and framework)!

Serialization (JSON, MessagePack (, Protobufs?))!

Gearman (Job queue; workload distribution)!

Caching Strategies!

MemCached (Redis?) !

Perl CHI (works with MemCached and Redis) to give both 
local (in process) cache + external cacheing service



TECHNOLOGIES 
(CONTINUED)

Generic Mapping Tools for GEO/GIS!

Git (code organization, sharing, version control)!

Monit (managing, monitoring unix-system processes)



TECHNOLOGIES 
(CONTINUED)

Hardware!

Cisco UCS Blade Servers (64 core hyper-threaded (32 
real); ZFS file system (raidz, 800 MB/s throughput), 
Massive RAM (1.5 Terabytes), Xeon PHI CoProcessor)!

Dell!

Raspberry PI!

Network Cards (Intel 10G, Myrinet 10G)



TECHNOLOGIES 
(CONTINUED)

Operating Systems!

FreeBSD (openness, stability, security, dtrace, zfs)!

Linux (retiring; only for Xeon PHI coprocessor)!

MacOS Server (retiring)



COMPONENTS 

1. Raw Data Collection (Argus)!

2. Database Organization, Storage and Retrieval!

2.1.Global Science Registry!

2.2.MySQL Flow Tables!

2.3.MySQL Summary Tables!

3. Visualization and Analysis “Farm”



Components 
1

2

ElasticSearch

4

3



1. RAW DATA 
COLLECTION 



Argus
Flexible open-source software packet sensors to 

generate network flow records at line rate, for 
operations, performance and security.  

 Comprehensive, not statistical, bi-directional, 
with many flow models allowing you to track any 

network traffic, not just 5-tuple IP traffic.   
Support for large scale collection, data 

processing, storage and archiving, sharing, 
vizualization, with analytics, aggregation, 

geospatial, netspatial analysis. 



Argus 
 (author: Carter Bullard)





Argus Attributes



Argus Attributes



Current GLORIAD-US Deployment of Argus

KNOXVILLE RADIUM SERVER!
Apple Xserver-!
1) Processors - 2 x 2.93GHz Quad-
Core Intel Xeon!
2) Memory - 24GB (6x4GB)!
3) Hard drive - 1TB Serial ATA!
4) OS - 10.8!
Argus Analysis Tools !
(running on various (mostly apple) 

!!
SEATTLE ARGUS NODE!!
DELL R410 servers  -  !
1) Processors - 2 x Intel xeon 
X55670, 2.93GHz (Quad cores)!
2) Memory  - 8 GB (4 x 2GB) 
UDDIMMs !
3) Hard drive - 500GB SAS !
4) Intel 82599EB 10G NIC !
5) FreeBSD 9.1!
6) NetMap Ring Buffer!
7) running argus daemon sending 
data to radium server in Knoxville!!

Seattle Force-10 Router

10G SPAN port !!
CHICAGO ARGUS NODE!!
DELL R410 servers  -  !
1) Processors - 2 x Intel xeon 
X55670, 2.93GHz (Quad cores)!
2) Memory  - 8 GB (4 x 2GB) 
UDDIMMs !
3) Hard drive - 500GB SAS !
4) Intel 82599EB 10G NIC !
5) FreeBSD 9.1!
6) NetMap Ring Buffer!
7) running argus daemon sending 
data to radium server in Knoxville!!

Chicago Force-10 Router

10G SPAN port



Current GLORIAD-US Deployment of Argus



ARGUS DAEMON 
CONFIG FILE 

1. argus.conf resides in /etc directory (by default)!

2. directs argus to interface port(s), defines flow-key 
(default: standard 5-tuple for tcp), other attributes



SELECTED ATTRIBUTES FROM  
/ETC/ARGUS.CONF 

# Argus Software	
# Copyright (c) 2000-2012 QoSient, LLC	
# All rights reserved.	
# 	
#Example  argus.conf	
#	
# Argus will open this argus.conf if installed as /etc/argus.conf.	
# It will also search for this file as argus.conf in directories	
# specified in $ARGUSPATH, or $ARGUSHOME, $ARGUSHOME/lib,	
# or $HOME, $HOME/lib, and parse it to set common configuration	
# options.  All values in this file can be overriden by command	
# line options, or other files of this format that can be read in	
# using the -F option.	
#	!
ARGUS_FLOW_TYPE="Bidirectional"	
ARGUS_FLOW_KEY="CLASSIC_5_TUPLE"	!!
ARGUS_DAEMON=yes	!
#ARGUS_MONITOR_ID=`hostname`    // IPv4 address returned	
ARGUS_MONITOR_ID=A.B.C.D // IPv4 address	
#ARGUS_MONITOR_ID=2435          // Number	
#ARGUS_MONITOR_ID="PW"         // String	!!
ARGUS_ACCESS_PORT=40000	!
#ARGUS_BIND_IP="::1,127.0.0.1"	
#ARGUS_BIND_IP="127.0.0.1"	
ARGUS_BIND_IP="A.B.C.D"	!!!

#ARGUS_INTERFACE=any	
#ARGUS_INTERFACE=ind:all	
#ARGUS_INTERFACE=ind:en0/192.168.0.68,en2/192.168.2.1	
#ARGUS_INTERFACE=ind:en0/"en0",en2/19234	
#ARGUS_INTERFACE=en0	
ARGUS_INTERFACE=ix0	!!
ARGUS_FLOW_STATUS_INTERVAL=5	!!
ARGUS_MAR_STATUS_INTERVAL=300	!
ARGUS_GENERATE_PACKET_SIZE=yes 	!!
ARGUS_GENERATE_JITTER_DATA=yes	!!
ARGUS_GENERATE_MAC_DATA=yes	!
ARGUS_GENERATE_APPBYTE_METRIC=yes	!
ARGUS_GENERATE_TCP_PERF_METRIC=yes	!
#ARGUS_CAPTURE_DATA_LEN=16	!
ARGUS_ENV="PCAP_MEMORY=500000"	!!!



Current GLORIAD-US Deployment of Argus



RADIUM DAEMON 
CONFIG FILE 

1. Radium normally runs on another (not argus probe) 
machine!

2. default location for radium.conf is in /etc



SELECTED ATTRIBUTES FROM  
/ETC/RADIUM.CONF 

!!!!!!
#	
#  Radium Software	
#  Copyright (c) 2000-2012 QoSient, LLC	
#  All rights reserved.	
#	
# Radium will open this radium.conf if its installed as /etc/
radium.conf.	
# It will also search for this file as radium.conf in directories	
# specified in $RADIUMPATH, or $RADIUMHOME, $RADIUMHOME/lib,	
# or $HOME, $HOME/lib, and parse it to set common configuration	
# options.  All values in this file can be overriden by command	
# line options, or other files of this format that can be read in	
# using the -F option.	!
RADIUM_DAEMON=yes	!!
#RADIUM_ARGUS_SERVER=amon:12345	
RADIUM_ARGUS_SERVER=argus://chicago.gloriad.org:40000	
RADIUM_ARGUS_SERVER=argus://seattle.gloriad.org:40000	
#RADIUM_ARGUS_SERVER=argus-tcp://thoth	
#RADIUM_ARGUS_SERVER=argus-udp://apophis:562	
#RADIUM_ARGUS_SERVER=cisco://192.168.0.4:9699	
#RADIUM_ARGUS_SERVER=bluemac-fbsd.gloriad.org	!!!!!

!!!!!!
#RADIUM_CISCONETFLOW_PORT=9996	!!
#RADIUM_USER_AUTH="user/auth"	
#RADIUM_AUTH_PASS="password"	!
RADIUM_ACCESS_PORT=561	!!
# RADIUM_OUTPUT_FILE=/var/log/radium/radium.out	!!
#	
# Data transformation/processing is done on the complete set	
# of input records, and all output from this radium node is	
# transformed.  This makes cataloging and tracking the	
# transformational nodes a bit easier.	
#	
# This example enables data classification/labeling.	
# This function is enabled with a single radium configuration	
# keyword RADIUM_CLASSIFIER, and then a ralabel() configuration	
# file is provided.	
#	
# Commandline equivalent   none	!
RADIUM_CLASSIFIER_FILE=/etc/ralabel.conf	!



SELECTED ATTRIBUTES FROM  
/ETC/RALABEL.CONF 

#  Argus Client Software	
#  Copyright (c) 2000-2012 QoSient, LLC	
#  All rights reserved.	
#	
# RaLabel Configuration	
#	!
# Addresss Based Country Code Classification	
#    Address based country code classification leverages the feature	
#    where ra* clients cant print country codes for the IP addresses	
#    that are in a flow record.  Country codes are generated from the ARIN	
#    delegated address space files.  Specify the location of your	
#    DELEGATED_IP file here, or in your .rarc file (which is default).	!
RALABEL_ARIN_COUNTRY_CODES=yes	
RA_DELEGATED_IP="/usr/local/argus/delegated-ipv4-latest"	!
# BIND Based Classification	
#    BIND services provide address to name translations, and these	
#    reverse lookup strategies can provide FQDN labels, or domain	
#    labels that can be added to flow.  The IP addresses that can be	
#    'labeled' are the saddr, daddr, or inode.  Keywords "yes" and "all"	
#    are synonomous and result in labeling all three IP addresses.	
#	
#    Use this strategy to provide transient semantic enhancement based	
#    on ip address values.	
#	!
#RALABEL_BIND_NAME="all"	!
# Port Based Classification	
#    Port based classifications involves simple assignment of a text	
#    label to a specific port number.  While IANA standard classifications	
#    are supported throught the Unix /etc/services file assignments,	
#    and the basic "src port" and "dst port" ra* filter schemes,	
#    this scheme is used to enhance/modify that labeling strategy.	
#    The text associated with a port number is placed in the metadata	
#    label field, and is searched using the regular expression searching	
#    strategies that are available to label matching.	!
RALABEL_IANA_PORT=yes	
RALABEL_IANA_PORT_FILE="/usr/local/argus/iana-port-numbers	

# Flow Filter Based Classification	
#    Flow filter based classification uses the standard flow	
#    filter strategies to provide a general purpose labeling scheme.	
#    The concept is similar to racluster()'s fall through matching	
#    scheme.  Fall through the list of filters, if it matches, add the	
#    label.  If you want to continue through the list, once there is	
#    a match,  add a "cont" to the end of the matching rule.	
#	!
#RALABEL_ARGUS_FLOW=yes	
#RALABEL_ARGUS_FLOW_FILE="/usr/local/argus/ralabel.gloapp.conf"	!
# GeoIP Based Labeling	
#    The labeling features can use the databases provided by MaxMind	
#    using the GeoIP LGPL libraries.  If your code was configured to use	
#    these libraries, then enable the features here.	
#    	
#    GeoIP provides a lot of support for geo-location, configure support	
#    by enabling a feature and providing the appropriate binary data files.	
#    ASN reporting is done from a separate set of data files, obtained from	
#    MaxMind.com, and so enabling this feature is independent of the	
#    traditional city data available.	
#	!
RALABEL_GEOIP_ASN=yes	
RALABEL_GEOIP_ASN_FILE="/usr/local/share/GeoIP/GeoIPASNum.dat"	!
#	
#    Data for city relevant data is enabled through enabling and configuring	
#    the city database support.  The types of data available are:	
#       country_code, country_code3, country_name, region, city, 
postal_code,	
#       latitude, longitude, metro_code, area_code and continent_code.	
#       time_offset is also available.  	
#	
RALABEL_GEOIP_CITY="saddr,daddr,inode:lat,lon"	
RALABEL_GEOIP_CITY_FILE="/usr/local/share/GeoIP/GeoIPCity.dat"	



EXAMPLES OF LIVE LABELS



EXAMPLES OF OTHER LABELS



2. DATABASE 
ORGANIZATION, 

STORAGE AND 
RETRIEVAL 



Database Organization, Storage and Retrieval 



2.1 GLOBAL SCIENCE 
REGISTRY 



Global Science Registry 



GLOBAL SCIENCE 
REGISTRY DEFINED 

1. information system describing all global science/
education systems routed across GLORIAD (or any R&E 
networks)!

2. process for mapping IP addresses (ranges of IPs or 
specific IPs) to science registry records



DATABASE 



GLOBAL SCIENCE 
REGISTRY DATABASE 

1. Simple MySQL Structure (primary table + metadata table 
+ a few related tables)!

2. Primary Application written in FileMaker Pro (using 
ODBC to connect to the back-end MySQL database)



for geo/mapping



Data from 
summary tables 
re-computed 
each evening







DATA STRUCTURE OF 
DOMAINS-RELATED 

TABLES 





Dublin Core Metadata Table



http://dublincore.org

http://dublincore.org


Supplementary Tables in pflow database



Traffic-related Supplementary Tables



DATA STRUCTURE OF 
IP ADDRESS-RELATED 

TABLES 



Pflow.IPS Table

Key into the 
Domains table



Pflow.IPSText Table

Key into the 
Domains tableDefault values for many of these fields are added from!

GeoIP (MaxMind) database lookups when new IP@s are 
encountered. 

Note:  Can be 
different than 

those provided 
in domains table

Key into the 
ASNUMS table



Pflow.ASNUMS Table



Pflow.IPSDNS Table

Separate process updates DNS values for newly-
encountered IP addresses.  



Database Organization, Storage and Retrieval 



Flow Tables
Keep all flows > 100Kbytes in length (but keep 
separate disk archive of all argus data) 
(~ 99% of traffic; 1% of flow records) 
Keep a trimmed past-24 hour table 
Monthly Tables since 1999-06 
MySQL MyISAM using Merge tables to 
give yearly and total (all) groupings 
Process every 5 minutes to load latest 
summarized argus data 
Re-engineered (and reloaded) all tables 
(repeatedly) after beginning work with 
argus



Structure of Flow Tables



Monthly/Annual Flow Tables

Monthly Flow Tables (MyISAM) 
Today: ~1 million records/day = 30 

million record tables

Annual Flow Table (Merge Table)



Database Organization, Storage and Retrieval 



Summary Tables

Necessary for querying database 
Computed/updated at time flow records 
are written (i.e., every 5 minutes) 
Have found 3 essential summary 
groupings - by country, by asnum and by 
domain (institution/facility)



Why?

mysql> use pflow;	
Database changed	
mysql> select count(*) from flowall;	
+------------+	
| count(*)   |	
+------------+	
| 1747235091 |	
+------------+	
1 row in set (0.03 sec)	
!

1.7 
billion 

records

Raw Flow Data
mysql> use sum_domains;	
Database changed	
mysql> select count(*) from ddall;	
+-----------+	
| count(*)  |	
+-----------+	
| 115006884 |	
+-----------+	
1 row in set (0.03 sec)	
!
mysql> use sum_asnums;	
Database changed	
mysql> select count(*) from ddall;	
+----------+	
| count(*) |	
+----------+	
| 40999154 |	
+----------+	
1 row in set (0.03 sec)	
!
mysql> use sum_countries;	
Database changed	
mysql> select count(*) from ddall;	
+----------+	
| count(*) |	
+----------+	
|  3120293 |	
+----------+	
1 row in set (0.03 sec)

115 
million 
records

41 
million 
records

3 
million 
records

Summary Flow Data



sum_domains, sum_asnums, 
sum_countries 

Daily Summary Tables Monthly Summary Tables



sum_countries



sum_asnums



sum_domains



Components 

3



Technologies
Argus as passive monitor (formerly packeteer and then nprobe) running on 
top of pf_ring (or freebsd’s netmap or using endace cards) 

Mysql and SQLite as underlying database (exploring alternatives now) along 
with BerkeleyDB 

Perl/POE/IKC for back-end “cooperative multitasking” server 

RunRev’s LiveCode for front-end client development (we formerly used Flash) 
(someday this should be html5 apps (?)) 

Generic Mapping Tools (GMT) for GIS, maps 

Gearman as job-queue server (for parallelizing certain tasks) 

Memcached as memory cache (speeding up certain data access and 
reducing load on mysql server) 

ChartDirector for graphics, LaTex for typesetting/report production 

Filemaker (via ODBC) for friendly database front-end to MySQL databases 

GitHub for source code development/distribution



Discussions 

Technical 
Deployment

Uses

Shared 
Development 
Opportunities

Future 
Development



Technologies 

Argus

Perl / POE 
(and farm 
concept)

RunRev 
LiveCode

CPAN, 
miniCPAN, 

dZil

GitHub

Generic 
Mapping Tools 

(GMT)

MemCache 
(Redis)

Flash and 
PaperVision3d

ChartDirector

LaTex

ZeroMQ (+ 
msgpack)

MySQL and 
Sqlite (and 

FileMaker/ODBC 
as front-end)

Cisco UCS 
Blade Servers

Cisco 
provided 

network gear

freeBSD, 
macosx, linux

Cisco/Intel Xeon 
Phi Coprocessor



Former Metrics Data Sources

Started with 
Netflow in 1999, 
Transitioned to 
Packeteer in 2002 
Transitioned to 
nprobe in 2010



“Taj” Measurement/Monitoring Update

Picture of GLORIAD/Taj new “nprobe” network 
measurement device.  Hardware: Dell PowerEdge R410 
Server - 8 core intel processor, 10GE Intel Fiber Card (ixgbe 
driver).  Network utilization and performance measurement 
box - at 10G line speed designed to improve and extend 
open source nprobe netflow emitter software, emit extended 
netflow records including detailed information of packet 
retransmissions.  Software base: Luca Deri’s nprobe. !
 

The two screenshots above illustrate data generated from the Taj project’s “nprobe” boxes deployed in Chicago and Seattle.  The first 
illustrates top flows on the network; the second illustrates large flows suffering from poor performance (i.e., high packet retransmits).  This 
data was formerly generated from GLORIAD’s packeteer system (limited to 1 Gbps circuit capacity).  

2012 Transition to Argus 
http://www.qosient.com/argus/ 
We moved from linux/pf_ring to freeBSD/netmap

http://www.qosient.com/argus/


Near-future GLORIAD-US Deployment of Argus

!!
SEATTLE ARGUS NODE!!
DELL R410 servers  -  !
1) Processors - 2 x Intel xeon 
X55670, 2.93GHz (Quad cores)!
2) Memory  - 8 GB (4 x 2GB) 
UDDIMMs !
3) Hard drive - 500GB SAS !
4) Intel 82599EB 10G NIC !
5) OS - FreeBSD 9.1!
6) modified for NETMAP!
7) running argus daemon sending 
data to radium server in Knoxville!!

Seattle Force-10 Router

10G SPAN port !!
CHICAGO ARGUS NODE!!
DELL R410 servers  -  !
1) Processors - 2 x Intel xeon 
X55670, 2.93GHz (Quad cores)!
2) Memory  - 8 GB (4 x 2GB) 
UDDIMMs !
3) Hard drive - 500GB SAS !
4) Intel 82599EB 10G NIC !
5) OS - FreeBSD 9.1!
6) modified for NETMAP!
7) running argus daemon sending 
data to radium server in Knoxville!!

Chicago Force-10 Router

10G SPAN portX X
(use taps 

instead)

(use taps 

instead)

• Local Storage 

• Local Analysis Hardware 

• Ability to handle much more capacity

• Local Storage 

• Local Analysis Hardware 

• Ability to handle much more capacity

KNOXVILLE RADIUM SERVER!
Apple Xserver-!
1) Processors - 2 x 2.93GHz Quad-
Core Intel Xeon!
2) Memory - 24GB (6x4GB)!
3) Hard drive - 1TB Serial ATA!
4) OS - 10.8!
Argus Analysis Tools !
(running on various (mostly apple) 

Big Farm of Cisco-provided 
Blade Servers 

!

Fast Analysis 
Parallel Database Architecture



Why all this power?
• Preparing the data for this 
graph from 250G argus archive 
(which helped a large 
international R&E network 
systemically address a huge 
performance problem) took me 
3 days with our current setup 

• We want any of our partners 
to be able do this in 3 minutes 
(or less) 

• We want “room” to better 
research the area of 
performance, operations and 
security analytics with our 
international partners



But we’re still designing for lesser 
needs as well (targeting single 1G and 

10G networks)

LinuxMacOSX
FreeBSD



Current Process

Chicago 
Argus 
Node

Seattle 
Argus 
Node

chained 
radium 
servers

Additional 
“ad hoc” 

processing

racluster 
process

sqlite 
archive of 

top users (10 
seconds)

Live 
Apps (glo-
earth, glo-
top, dvnoc)

rastream 
process (5 
minutes)

Disk 
archive 

(~300 million 
recs / day)

mySQL 
archive (1.8 
million recs / 

day)

Analysis 
Applications

Knoxville 
Radium 
Server

3 Mbps stream

3 Mbps stream



New Process

Chicago 
Argus 
Node

Seattle 
Argus 
Node

chained 
radium 
servers

Additional 
“ad hoc” 

processing

racluster 
process

mysql 
archive of 

top users (10 
seconds)

Live 
Apps (glo-
earth, glo-
top, dvnoc)

rastream 
process (5 
minutes)

Disk 
archive 

(~300 million 
recs / day)

mySQL 
archive (1.8 
million recs / 

day)

Analysis 
Applications

Knoxville 
Radium 
Server

3 Mbps stream

3 Mbps stream



New Process  
(Dec/2012-Jan/2013)

32 core Cisco Blade Server (freeBSD) with 128G RAM, 5T RAID storage

“Farm” of Perl/POE/IKC Daemons Near-Realtime Analytics and Local Storage of Data
“Top Users” DNS Analysis Bad Performers Link Analytics BGP Analysis ICMP Analysis Scan Analysis ...

Argus Nodes (for GLORIAD currently, Chicago and Seattle)

Argus Data (from Argus Nodes to a Core Radium Collector)

...

dvNOC ...GloTOP GLOEarth Ticketing System NOC Access

User Tools for Analysis, Operational Support and Visualization



More detail .. 

“Farm” of Perl/POE/IKC Daemons Near-Realtime Analytics and Local Storage of Data
“Top Users” DNS Analysis Bad Performers Link Analytics BGP Analysis ICMP Analysis Scan Analysis ...

dvNOC ...GloTOP GLOEarth Web Reports NOC Access

User Tools for Analysis and Visualization

• Built with Runrev LiveCode 

• Multi-platform (Mac, Windows, Linux, iOS, Android) 

• Event-driven, graphic/media rich applications

• Perl POE event-loop, event-driven programming for “cooperative multi-tasking” 

• IKC for inter-kernel communications between “animals” 

• Daemonized (fast) 

• Use MySQL (or any other) for long-term storage; SQLlite for local (fast) in-memory database 

• Each “animal” on the “farm” is autonomous and very specialized 

• Most read from a single argus RABINS stream



All of the software, tools,  
data specifications, etc. are being 

“Github’d” 
!

(right thing to do (argus, perl, mysql, 
sqlite are all open)  

!

and  
!

we want people to help us ..)



GLORIAD github



ZeroMQ is huge part of our future

http://zeromq.org/whitepapers:multithreading-magic

http://zeromq.org/whitepapers:multithreading-magic


Simple Dataflow Model



“Operationalizing” 
this Data



“REQUEST TRACKER” 
FED BY DATA FROM MONITORING SYSTEMS HOMEhttp://

http://www.excite.com/


Poor-Performance Analysis  



Performance Monitoring  
(in (near) real-time)

Key theme: we want to address 
real performance needs *before* 
users have to figure out who in 
the world to call about their “bad 
connection” - or before they 
decide that the “R&E Internet” is 
not adequate to their needs - 
i.e.,proactive performance 
mitigation (instead of reactive).

Another theme: we want to 
develop tools, technologies and 
experience that can be used 
throughout the global network 
fabric (local, campus, regional, 
national, international)- the real 
“home” for these tools will 
ultimately be the local network 
operators who live closest to the 
customers.  



New GloTop Application



New ElasticSearch Services



Better define WAN to LAN cybersecurity; 
turn this into a global community effort



dvNOC System

Joint effort by US, China, Korea, Nordic teams (and, 
now, new GLORIAD/Taj partners) 
Based on solid measurement infrastructure, 
information management and information sharing 
Fueled by the open-source Argus system of flow 
monitoring (5 second updates on all flows, 200-400 
million flow-records/day; handles multi-G flow rates 
with room to spare) 
Focused on (1) understanding utilization, (2) 
improving performance systemically, (3) ensuring 
appropriate use, (4) distributing (decentralizing) 
operations and management of R&E networks



Summary
Work builds on efforts since 1999 
Argus has offered us a huge number of 
advantages over our previous technologies 
(and we’re still beginners with it) 
Data management problem is difficult but 
solvable 
We hope to encourage an open global, 
community effort to deploy common 
standards and tools addressing metrics for 
R&E network performance, operations and 
security 



Final
Wanted 

Partners/ideas on sharing maintenance of a 
global geo/infrastructure database 
Ideas for improvements 

Data Sharing 
We share at domain (institution) level 
Glad to talk about other needs/possibilities 
(we have good R&E network utilization data 
back to 1999; full argus archive since July 
2012)



Thank you 
!

gcole@gloriad.org


