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Cyber Security
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* QosSient - Research and Development Company
— US DoD, DISA

— lLarge Scale Optimization (Operations, Performance, Security)
— High Performance Network Security Research
— DARPA CORONET Initial Optical Security Architecture

— Telecommunications / Media Performance Optimization
— FBI / CALEA Data Wire-Tapping Working Group

QoS/Secumty Network Management Nortel / Bay
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Introduction to Argus

® [Discuss the problem space

® Describe Argus design and implementation

® |n the context of approaching some real problems
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Argu S http://qosient.com/argus

® Argus Is a network activity audit system

Argus was officially started at the CERT-CC as a tool in incident analysis and
intrusion research. It was recognized very early that Internet technology had
very poor usage accountability, and Argus was a prototype project to
demonstrate feasibility of network transactional auditing.

® [he first realtime network flow monitor (1989)

® Jop |00 security tools used in the Internet today
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Areus

® Composed of

® Real-time network flow monitor
%

Network flow data collection s



Areus History

® (eorgia lech (1986)

Argus was the first data network flow system. Started at Georgia Tech, Argus was
used as a real-time network operations and security management tool. Argus

monitored the Morris Worm, and was instrumental in discovery for the “Legion of
Doom’ hacking investigations.

® (CERT/SEl/Carnegie Mellon University (1991)

Argus was officially supported by the CERT as a tool in incident analysis and
intrusion research. Used to catalog and annotate any packet file that was provided
- tothe CERT in support of Incident Analysis and Coordination, it was a focal point for




Who's using Argus?

e US. Government

® DoD Performance/Security Research - Gargoyle
https://software.forge.mil/projects/gargoyle

o |CTD-Large Data, CORONET, NEMO, JRAE, Millennium Challenge

® Tactical Network Security Monitoring / Performance Analysis
® Naval Research Laboratory (NRL), DISA, General Dynamics, IC

® Network Service Providers

® Operational/Performance Optimization
® Acceptable Use Policy Verification
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Network Situational Awareness

® Argus is designed to be THE network SA sensor
e Ubiqurtously deployable DPI traffic sensor
® Comprehensive (non-statistical) traffic awareness
® Provides engineering data, not business intelligence

° Detailed network transactional performance
° Network fault identification, discrimination and mitigation
° Reachabllity, connectivity, availability, latency, path, flow control etc...

° Customer gets the primitive data, not just reports/alerts
® Near realtime and historical capabilities
® Packet capture replacement

® Supporting a large number of SA applications
® Advanced Network Functional Assurance (Operations)
® End-to-End transactional performance tracking (data and control plane)
® Network component functional assurance (NAT, reachability, encryption)
® Policy enforcement verification/validation (Access control, path, QoS)
® Advanced Network Optimization (Security and Performance)

®  Supports network entity and service identification, analysis,
planning tracking and control, including baselining, anomaly
detection, behavioral analysis and exhaustive forensics




Network Activity Driven
~eedback Directed Optimization

|dentify Discover and Identify comprehensive

network behavior

Collect and process network

Collect and transform data into behavioral data

optimization metrics, establish baselines
occurrence probabilities and prioritize

Analyze




Problem




US Cyber Security Focus

® Comprehensive National CyberSecurity Initiative
® Shifting the US focus from CyberCrime to CyberWarfare

® Strategy and technology focused on new issues
® Public sector defense, with nation state threats and countermeasures

° New emphaSIs on m|I|tary concepts in Cyber Secunty
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Theoretical Security Threats
and Countermeasures

Countermeasures

Authentication

Integrity

Threat
Unauthorized i
of Repudiation
Use Modification Disclosure Service




Non-Repudiation

® Most misunderstood countermeasure *

® [TU-T Recommendation X.805 security dimension
® Prevent ability to deny that an activity on the network occurred

o LiincEaliselitscioliiElcacichicnce

® Non-repudiation provides comprehensive accountability
® (reates concept that you can get caught

® Argus approach to network non-repudiation

® (enerate data to account for all network activity
®  Comprehensive Network Transactional Audit

®  Mechanism specified by DoD in NCSC-TG-005

° The Red Book - Trusted Network Interpretation of the Trusted
Computer System Evaluation Criteria (1987)

® focus on all X805 Security Planes
®  User, Control and Management network activity

X Crypto-technical redefinition of non-repudiation by Adrian McCullagh in 2000 to apply only to
digital signatures has created a great deal of confusion. While you can have repudiation of a
signature, it's not the only thing you can repudiate.




Why Non-Repudiation?

® \When it exists and structured well, you get

e [ffective information for incident response
®  [Fundamental ground truth (if its not there, it didn't happen)
®  (lassical forensics support
®  FEvidence suitable for criminal and civil complaints

® [Enhanced network situational awareness

° Network Service Behavioral Baselining
Who is really using my DNS servers?
i | ailin my e ise?
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Achieving Non-Repudiation

e (Comprehensive Activity Accountability
® (Complete Activity Sensing and Reporting

® Develop Information System with Formal Properties
®  Fundamental ground truth (if its not there, it didn't happen)

® Accurate and Efficient Activity Representation(s)

® Stored data must represent actual activity
®  Attribute verifiability

Must be unambiguous with regard to object identification
‘Must have a relational algebraic correctness
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Enterprise Border Awareness

Exterior Interior Model

MPLS Network
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Enterprise Border Monrtoring
Internal/External Strategies

~ Optical / MPLS / IP /
Network

Call Control
I Policy Control

I Connection Control

Q Connection Control Bheipiaa

Flow Data Generation

. Flow Data Access Interface




Comprehensive Enterprise Awareness
Approaching the Interior SA

DNS

Root Servers

RSVP-TE/LDP

TP S IS-IS-TE D End Station @ Argus
U @ / , ‘_ * EI - ! Call Controller
(" ) . [E . Policy Server

E N d T Q Connection Controller

IS-IS-TE
Station Call Control
0 Policy Control
Il Connection Control

Data Plane




Real world Issues

® [Non-Repudiation systems must support

addressing real world issues

® Should capture adequate forensics data for incident response
® [nterprise focused on contemporary security issues
® Policy enforcement verification validation

® Provide real deterrence

® |n a perfect world, you would have a single
source for all your network forensics data

® Support near real-time and historical requirements
® FSMA continuous network monrtoring role




Real world Issues

® [ncident Response

® NASA calls. One of your machines attacked a satellite launch
Very important military mission

Concerned that you may have done it on purpose.

Cost the US Gov't $357M

/7.5 months ago
FBI is coming over in a few minutes

® |n a perfect world, you would

® Review enterprise network activity audit logs as first step

® Single location for entire enterprises network logs
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Real world Issues

® Xerox machines intellectual property loss

® [News story reveals problems with Xerox machines
® Photocopy machines don't delete copy images
® Hospitals have lots and lots of Xerox machines

® \What can you do!

® \With single enterprise border non-repudiation system

®  You would know If anyone from the outside ever discovered your Xerox
machines in a scan

®  You would know if anything directly accessed your Xerox machines from
the outside

® \With non-repudiation system at the Xerox LAN border
® You would have logs of all network accesses to machine

®  You would know which accesses extracted data rather than presented
data to the printer

®  You would have the content visibility needed to identify what images
were extracted.




Real world Issues

® [ntrusion Detection Behavioral Anomalies

® Access from user X to supercomputer A account
® Authenticated, acceptable
® [No apparent system log deviations
® But came from a host outside the normal COl

® Human analyst noticed the network inconsistency
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Real world Issues

® Unintended/Unexpected data exposure

® Symptom - Poor application performance

Database application exhibiting very poor performance
Each transaction taking 0.3-0.4 seconds to complete.
All software components running on a single machine
Absolutely no clues from debugging information
Wasn't this bad last week

Very, very, very sensitive information

® Network activity monitoring revealed problem

® Al IPC messaging transmitted into the network
° Network turned it back around, after it left the domain

® One software component poorly configured
®  Using server's external name (NAT ed environment)

® \ery, very, very, very bad




Degradation of Service

® A primary design goal of Argus is DoS identification
® Argus used in DDoS research papers (1996-2010)

o CERT Advisory CA-1996-01 UDP Port Denial of Service
e Many commercial DDoS products are flow data based

® [Degradation is an attack on Quality of Service
® (oS sensitive situational awareness is critical

QoS anomaly detection

QoS fault management
QoS intentional assignments

® DosS protection really needs to be a part of QoS optimization

Can't discriminate QoS degradation when there is poor QoS

® Argus data specifically designed to support:

® QoS Fault identification/discrimination/mitigation/recovery

Pre fault QoS Characterization and Optimization

Realtime fault detection and QoS anomaly characterization
Post fault recovery, forensics and impact assessments
Formal QoS optimization processes




Security and Performance

® Security and performance are tightly coupled concepts

® Network performance is an asset that needs protection
° DoD GIG Information availability assurance (DoDD 8500. 1)

° Commercial product delivery dependent on network performance
° Performance is being specifically attacked

Security and performance contribute directly to QoS

® Security and performance are both optimizations
° Many times at odds with each other

® Performance awareness data Is security awareness data
®  Presence with identifying information is much of the forensics story

® Performance as a leading security indicator
e [Exfiltration and spam generation consume resources

e (lassic “man in the middle” and “traffic diversion™ detection
° Scenarios create measurable end-to-end performance impacts

e [D]DoS detection is a performance anomaly problem




Degradation of Service (cont)

® (oS Fault Discrimination

® Traditional QoS fault detection and mitigation
® End-to-End oriented QoS tracking capability

L Avallability, demands, path, latency and efficiency modifications
° Host vs Network QoS impact discrimination
° Distributed sensor strategies provide best “finger pointing” capabilities

e Historical audit provides baseline analytics for boundary tests

® Discrimination can involve session dependency analysis

° Front end network service dependancies
®  ARRDNS, P reachability, TCP availability, Service

adepenc




Distributed Situational Awareness
Multi-Probe Multi-Site

)
ﬁ

ml NN

White/Visible Node

Black/Non-Visible Node
Comprehensive Flow IS

Argus Sensor

Data Plane

Situational Awareness Data



End-to-End QoS Measurement

\letwork Performance
B C ore Mesh o

=== |nterface Status / Transitional Events

Bulk Link Statistics

System Layer 2-7 Flow Data . .
System Communication Efficiency AN Comprehensive Layer 2-7 Flow Data Comprehensive Layer 2-7 Flow Data AN
Connectivity / Availability Site Communication Efficiency End-to-End Communication Efficiency
Offered Load / Loss / Jitter Enterprise Communication Efficiency Reachability / Connectivity
One-Way Delay (GPS synchronization) Site Offered Load / Loss / Jitter Received Load / Loss / Jitter
RoundTrip Delay Network Transit Times Network Transit Times
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Comprehensive Layer 2-4 Flow Data

Comprehensive Layer 2-4 Flow Data ISP Communication Efficiency
A 4 Ingress Available Capacity / Loss / Jitter

Network Path Assurance / Status e
. Reachability / Availability Assessment . One-Way Delay (GPS Synchronization)
One-Way Delay (GPS Synchronization) . Network Path Status

v o v /
\ -
‘ \Core Service Provider Management Dm“‘“" /

. Comprehensive Flow Monitor
B  SNMP RMOM Style Monitor

‘ Information System Repository



Distributed Srtuational Awareness

Multi-Probe Multi-Site
% o

@ White/Visible Node
ﬁ Black/Non-Visible Node

Comprehensive Flow IS

Argus Sensor

Data Plane

Situational Awareness Data



Distributed Situational Awareness
[P Spoofing Scenarios

i [ M E] Q@ @ Whice/Visible Node

(] Black/Non-Visible Node

‘ Comprehensive Flow IS

I:l Argus Sensor

Data Plane

\ Situational Awareness Data




Degradation of Service (cont)

® Methods used to defeat [D]DoS mitigation

e Mitigation involves denying access from list of exploit IP addresses
e [P address spoofing

® Host along attack path emulates [D]DoS traffic

° Internal host that can “see” the target can forge 100,000's of
simultaneous active connections to/from foreign hosts

® Routing mediated address spoofing

° BGP modifications allow near local networks to spoof address space
° Internal modification to locally support foreign address space
L Static routes can be setup so that “China” is routed to port 23b

Control plane attacks (ARE RIP OSPF) to advertise “China” is over here
® Result Is that you just can't seem to shake the attack

® [Distributed sensing detects this scenario
® Net-spatial data and active traceback strategies




Distributed Srtuational Awareness
Mediation

White/Visible Node

Black/Non-Visible Node
Comprehensive Flow IS

Argus Sensor

Data Flane

Situatior al Awareness Data



Degradation of Service (cont)

® (oS Fault Mediation

® Argus can provide information for effective mediation
® Provide realtime forensics for threat analysis

° Realize that QoS of critical assets are being affected
° Provide real-time list of active nodes
° For web attacks provide recurring URL visits

® Provide CIDR addresses to block

® Need to be sensitive to ACL limits of network equipment

® Need to be cleaver when trying to block 50K IP addresses
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Building

Non-Repudiation




Non-Repudiation Concepts

ARED G “The Non-repudiation service involves the generation,
et verification and recording of evidence. ... Disputes cannot

Technology be resolved unless the evidence has been previously

recorded.”
Open Systems
Interconnection The service provides the following facilities which can be
used In the event of an attempted repudiation:
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Formal Non-Repudiation Systems

|-STD-025A

WAI/GT/
FuncSpecs
v1.0.1 (2000-06)
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® Jelephone Billing Records (retrospective)

o D005 LEESEIS 067 (prospeciye)
® Dialed Number Recorder (DNR/Pen Register)

® [ull Audio Interception (Title lII/FISA)



NWO/AP/SvP’s Domain LEA Domain

S R=S 0] 6/ |

NWO/AP/SvP’s
administration

Telecommunications e ; o
' intercept refated
Secu rl_ty EEEE%I:S information RI)! Elnh:t?::‘aﬂon
HI2

o

CC Mediation
function

Lawful Interception(LI);
Handover interface for
the lawful interception of
telecommunications
traffic

|

\
M O NN T NN I )

HI3

LEMF

LI handover interface HI

IIF:internal interception function HI1:administrative infomration
INI:internal network interface HI2:intercept related information
HI3: content of communication

NOTE 1: Figure 1 shows only a reference configuration, with a logical reprsentation of the entities involved in
lawful interception and does not mandate separate physical entities.

NOTE 2: The mediation functions may be transparent.

Functional Block Diagram Showing Handover Interface Hl

ETSI ES 201 671 V2.1.1 (2001-09) Telecommunications security; Lawful Interception(LI); Handover interface for the lawful interception o ftelecommunications traffic




X.813 Non-Repudiation Entities

Non-repudiation security policy

Information

about

Fvid — Evidence Evidence Cuid
vidence generation E——— vidence
subject — user

: requester
Observation 9 requester
Request generation Requests verification
Observation Yes / No
: Evidence Transfer . idence
Information
about —_— and ]
: storage/retrieval .
Evidence Evidence
generator verifier
i
Evidence and Evidence and
other information other information

Trusted third party

ITU-T Rec. X813 (1996 E) TISO7760-96/D0I




X.813 Non-Repudiation Entities

Non-repudiation security policy

Evidence '::>
subject < —

Evidence
generation
requester

Evidence and
other information

ITU-T Rec. X813 (1996 E) TISO7760-96/D0I

Transfer
and

storage/retrieval

Evidence
generation
requester

Evidence
user

| |

Evidence
verifier

Trusted third party

Evidence and

other information

@
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Private-Public Partnership

® TJelephone Billing Records, Call Detail Records (CDR), are a by
Broduct of Telco network operations and considered Customer
roprietary Network Information (CPNI).

®  Society provides privacy protection for CPNI

° Of course, the customer can have access to the information at anytime
° No voluntary disclosure by telco, without customer approval
° Government can gain access through warrants, or trail subpoenas

® (CDRs contain no content, but have high security utility
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What Are CDRs Used For?

® Billing _
® Traffic Engineering Quality

® Network

Operabliity Support Security

Performance [ Performance Service Service Service Performance
ana I ' en Accessibility Retainability Integrity
Performance Performance Performance
® Maintenance T
METR G
c Trafficability |< AUser
harging ctions
® Product rertormance
System
D | Performance
Development
ot i e . Behavior .
: < Availability |
. Provisioning Performance
Administration [ ? ] Transmission
. . Maintenance Performance
Maintainability Reliability Support
Performance Performance Perfo?&ance
Resources and Integrity
Facilities Dependability




Network Auditing

® Specified by DoD in NCSC-TG-005

® The Red Book - Trusted Network Interpretation of the
Trusted Computer System Evaluation Criteria (1987)

® (oal to provide Non-Repudiation
e (Comprehensive audits accounting for all network use

° Creates real deterrence in formal systems
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Achieving Non-Repudiation

e (Comprehensive Activity Accountability
e (Complete Activity Sensing and Reporting
® Develop Information System with Formal Properties
® [Fundamental ground truth (if its not there, it didn't happen)
® Accurate and Efficient Activity Representation(s)

® Stored data must represent actual activity
® Attribute verifiability
Must be unambiguous with regard to object identification
Must have a relational algebraic correctness

K f; s - Yol R e T ¥

Ay O o N JEPRE 3 - o U =) ERF Iy +
R e R S e S0t T I Ve P SR S S T
gy iy Y 4_. 7 s

. AR RS '\ (

fiy X Y

b par
BIREY vt o
3 S £
Uy el =, R S e AR S v 5 s
R R, B, oAty e AT

-

- e o S ANRCY TISE g

i ? SR bl R S

L 2wl o s B i A T i, L, 3 o St

TION AN N &/ "1CI vl “‘; 9 ERLEL s B y % AT

NEL@REA R GCERD EEEIS| @ RSt et iait el s e s Sies
9) ] | T el B




Comprehensive Accountability

® Account for all network activity
® Because any network activity can be associated with a
cyber-security activity
Generally, If you aren’t looking ‘there’, ‘there’ is where they will be
® Hidden variables enable the adversary

® (Observation scope must be relevant

Utllity of collected information should be very high
®  Using PSTN as guide, ISP can collect anything, but share nothing.

® Argus approach to network non-repudiation

® (enerate data to account for all network activity
® (Comprehensive Network Transactional Audit

® Mechanism specified by DoD in NCSC-TG-005

° The Red Book - Trusted Network Interpretation of the Trusted
Computer System Evaluation Criteria (1987)

® [ocus on all X805 Security Planes
®  User, Control and Management network activity




Network Flow Information

® Alltypes contain IP addresses, network service identifiers,
starting time, duration and some usage metrics, such as
number of bytes transmitted.

® [More advanced types are transactional, convey network
status and treatment information, service identification,
performance data, geo-spatial and net-spatial information,
control plane information, and extended service content.

~®  Available IP Flow Information
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Comprehensive Enterprise Awareness
Approaching the Interior SA

DNS

Root Servers

RSVP-TE/LDP

TP S IS-IS-TE D End Station @ Argus
U @ / , ‘_ * EI - ! Call Controller
(" ) . [E . Policy Server

E N d T Q Connection Controller

IS-IS-TE
Station Call Control
0 Policy Control
Il Connection Control

Data Plane




X.813 Non-Repudiation Entities

Non-repudiation security policy

Evidence '::>
subject < —

Evidence
generation
requester

Evidence and
other information

ITU-T Rec. X813 (1996 E) TISO7760-96/D0I

Transfer
and

storage/retrieval

Evidence
generation
requester

Evidence
user

| |

Evidence
verifier

Trusted third party

Evidence and

other information
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Data Generation and




Arsus System Design

Sensing (argus)

Distribution (radium)

Processing (ra*)

R




Areus Sensor Design

Argus Output Processor

Mangement

Time Sync

Access Control

Authentication
Integrity
Confidentiality

Flow Model

Transaction Security

Layer
Modeler

Output

Integrity
Confidentiality

Local Storage




Areus Sensor Design

Transaction Modeler

Mangement

- Time Sync

Flow Transaction Flow Model
-
|
|| sersop |
|

Modeler(s)
Start / Stop
Packet Parser
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£
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i
(V)

)

£
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Flow Key Gen

Flow Metrics v
Processor Transaction

Report
Generator

Flow
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Manager(s)




Radium Distribution

Argus Output Processor

Mangement

Argus Input
Processor

Output

Time Correction
: [111
Queue

| [T
Data Aggregation




Areus

’rocessing

Project

Configuration
Access Control
Indexing

Primitive
Data
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Stream Block Processor Design

Stream Block

Processor

i tion
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Correlation
Aggregation

Normaliza
Aggregation
Output Process




Data Collection

All ra* programs can read data from any Argus data

source, files, stream, encrypted, and/or compressed,
and can write current file structure.

Making an argus data repository needs just a little bit
more.

® [ile Distribution
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Data Collection

o= 0§ F X

Ar us reading from the network and
wmtmg directly to disk and network
based client

Argus reading from packet files or Argus reading from the network and
network and writing directly to disk wrmng directly to network based client




Data Collection

® | ocal Generation and Storage

Basis for argus-2.0 argusarchive.sh
Direct argus support for renaming files
Normally cron mediated

ssues with time and record spans
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Data Collection

® | ocal Generation Remote Collection
® Most high performance systems use this strategy

° Provides explicit scalability and performance capabilities
Relieves argus from physical device blocking
° Network interfaces generally faster than local storage devices

® [ntroduces network transport issues

0. Rellabllity, connection vs. connectlon Iess unlcast multicast, con
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Data Collection

® | ocal Storage and Remote Collection
® Used when data reliability i1s most critical

Local storage provides explicit data recovery
File collection provides additional distribution flexibility
®  Scheduled transport

® Reduces ultimate sensor performance

®  Argus itself is doing a lot of work
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Data Collection

® Radium
® Primary argus data distribution technology

® Radium is a ra® program with an argus output
DrOCESSOr.:

® Read from many sources
® \Write to many clients
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Data Collection

® | ocal Generation Remote Distribution
® Most prevalent strategy used in argus-3.0

° Provides explicit scalability and performance capabilities
° Provides most stable collection architecture from client perspective
®  Single point of attachment for complete enterprise

® | east reliable of ‘advanced strategies

L Radium failure mterrupts contlnuous stream collectlon Wlth no opportumty for




Data Collection

® | ocal Distribution and Storage
® Best methodology

° Provides explicit scalability and performance capabilities
° Provides most reliable collection architecture
° Multiple points of attachment, multiple points of control

® [Most expensive strategy at data generation

s 9 , Radlum deals Wlth deV|ce and remote cllent requests for data Whlch does come |
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Data Collection

® Complex data flow machine architectures
® Architecture of choice for scalability

° Provides explicit scalability and performance capabilities
° Provides most parallelism
° Multiple points of attachment, multiple points of control

® (an get a little complex

° Merging of multiple flows, multiple times, introduces complex data duplication
issues, and allows for complex, incompatible data schemas to co-exist
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Comprehensive Network Monitoring
Network Activity

Black Core Mesh []
SNMP RMON Element Statistics/Traps

=== |nterface Status / Transitional Events

Bulk Link Statistics

System Layer 2-7 Flow Data . .
System Communication Efficiency A Comprehensive Layer 2-7 Flow Data Comprehensive Layer 2-7 Flow Data A
Connectivity / Availability Site Communication Efficiency End-to-End Communication Efficiency
Offered Load / Loss / Jitter Enterprise Communication Efficiency Reachability / Connectivity
One-Way Delay (GPS synchronization) Site Offered Load / Loss / Jitter Received Load / Loss / Jitter
RoundTrip Delay Network Transit Times Network Transit Times
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Comprehensive Layer 2-4 Flow Data
ISP Communication Efficiency

A 4 Ingress Available Capacity / Loss / Jitter

One-Way Delay (GPS Synchronization)

Network Path Status

Comprehensive Layer 2-4 Flow Data
Network Path Assurance / Status

Reachability / Availability Assessment
One-Way Delay (GPS Synchronization) .

. Comprehensive Flow Monitor
B  SNMP RMOM Style Monitor
‘ Radium Collection System




Argus Repositories

® Argus Repository Establishment
® Formal Ingest/Disposition

® Repository Function
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Argus Repositories

® Native File System
® Simplicity
® Performance
Compatibility







US Cyber Security Focus

® Comprehensive National CyberSecurity Initiative
® Shifting the US focus from CyberCrime to CyberWarfare

® Strategy and technology focused on new issues
® Public sector defense, with nation state threats and countermeasures

° New emphaSIs on m|I|tary concepts in Cyber Secunty
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US Cyber Strategy Issues

® Cyber Crime still represents 99% of the cyber problem

® Change in focus may create strategies and technologies
that are inappropriate for addressing Cyber Crime.

® [xample: many CNCI inttiatives involve enhanced monitoring

® Jo support advanced intrusion detection and prevention.

® Sharing of network monitoring data for enhanced situational
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Distributed Situational Awareness
Multi-Probe Multi-Site

White/Visible Node

Black/Non-Visible Node
Comprehensive Flow IS

Argus Sensor
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Data Plane

Situational Awareness Data
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Private-Public Partnership

® With enterprises generating and collecting IP network
flow data, for their own Cyber Security purposes, we
have a key part of the puzzle.

® (DR data equivalents can be realized for the Internet

® (an IP network flow data minimize the need for
content capture!
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~®  Enterprises are effectively identifying, analyzing, and responding
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New Public-Private Partnership?

® [he private sector Is generating and collecting its own

IP network flow data for most of the same reasons
that the PSTN processes CDRs.

® Society has learned how to effectively use IP network
flow data for its benefit, giving up some aspects of
privacy in order to achieve a higher level of general
Drivacy protection through minimizing Lawfu
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Going Dark

® (Changes in technology and billing models in the
traditional PSTN are driving some telcos to
consider stopping CDR collection and retention.

e Beayisetheredre poicimeniusiatiiiesion |
rel%ulanons to compel telcos to collect and retain
- CDRs, assuring CDR avallability may be difficult
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Questions!?

® [or more information please visit

http://qosient.com/argus



http://qosient.com/argus
http://qosient.com/argus
mailto:carter@qosient.com
mailto:carter@qosient.com
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Next Generation Architectures
3GPP / IMS / TISPAN
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Argus Approach

® Use formal network activity audit models

° Network service oriented
J Initiation, status, termination state indications for complex flows

° Bidirectional realtime network flow traffic monitoring
° For all services - ARE DHCE DNS, TCE UDEVolP P2P..

° Convey as much about the traffic as possible

Deep packet inspection strategies to extract traffic semantics

Tunnel identifiers (MPLS,VLAN, Ethernet, IPnIP GRE, RTP Teredo)

Reachability, connectivity, availability, rate, load, latency, loss, jitter; packet size distribution
Security issue reporting (protocol issues i.e. fragmentation overlap attack, tunnel hopping)
Controlled content capture

® [lexible tran

sport, collection and storage strategies
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Network Situational Awareness

® Argus is designed to be THE network SA sensor
e Ubiqurtously deployable DPI traffic sensor
® Comprehensive (non-statistical) traffic awareness
® Provides engineering data, not business intelligence

° Detailed network transactional performance
° Network fault identification, discrimination and mitigation
° Reachabllity, connectivity, availability, latency, path, flow control etc...

° Customer gets the primitive data, not just reports/alerts
® Near realtime and historical capabilities
® Packet capture replacement

® Supporting a large number of SA applications
® Advanced Network Functional Assurance (Operations)
® End-to-End transactional performance tracking (data and control plane)
® Network component functional assurance (NAT, reachability, encryption)
® Policy enforcement verification/validation (Access control, path, QoS)
® Advanced Network Optimization (Security and Performance)

®  Supports network entity and service identification, analysis,
planning tracking and control, including baselining, anomaly
detection, behavioral analysis and exhaustive forensics




Benefits of Argus

® Argus provides excellent data

® Data drives many applications
® Advanced network activity metrics
® Rich security information model

® Real time access

® Deployable throughout the infrastructure
® High Performance - |0 Gbps using Endace, Bivio, etc...

_0 End S stems E Un|>< Linux, Mac OS >< \/\/lndows (Cygwm)
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Where are we headed!?

® Distributed Network Auditing

® \Very Large Scale Situational Awareness
® Auditing system scalability using cloud archrtectures

® (Complete end-to-end capability
® Automated Attribution
® [New security mechanisms
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Carnegie Mellon.

Flow Monitoring Infrastructure

e Argus is the predominant tool for network
flow monitoring/policy enforcement

e Probes at key points on network
— Border
— Core
— Wireless network
— Ad-hoc on edge routers (moved as necessary)

Carnegie Mellon.




Carnegie Mellon.

Flow Monitoring Infrastructure

e Success stories:

— Forensic examination of compromised machine traffic
e Determining size and scope
e Correlating with other events

— Auditing correct router ACLs
e Examine real time flows on both sides of the router

— User consultations regarding bandwidth usage
e Reports of machine traffic can be generated

— Configuration issues with VPN infrastructure
e Examining flows identified source of problem

Carnegie Mellon.
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